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Preface to Second Edition
Writing an introductory text to the vast topic of seeing is rather like painting a picture: both entail a great deal of selection. Not everything can be included, even in brief, and so decisions have to be made about what to put in. In this book we have used as our guide the computational approach to vision. The intellectual foundations of this approach have a long pedigree, extending back at least as far as the work of the pioneers in the field of cybernetics that emerged in the 1950s and 60s. Cybernetics is usually defined as the interdisciplinary study of the structure of regulatory systems, and is hence closely related to control theory and systems theory. One of its hallmarks was a concern with stating clearly the problems that need to be solved. This feature is also the cornerstone of the computational approach to vision, best known from the work of David Marr and his colleagues.

Marr proposed three distinct levels of analysis for the study of seeing: first, the computational level, specifying the precise nature of the vision problem at hand and identifying constraints that can be used to solve the problem in principle; second, the algorithmic level, giving details of a definite method (an algorithm) for exploiting these constraints; and third, the hardware implementation level, which specifies how to execute the method in a physical system (e.g., the neurons mediating seeing). Note that the computational approach has nothing to do with computers, nor is it to be confused with the field of study called computer vision.

It is a curious fact that the authors of some textbooks on vision and cognitive psychology begin by introducing Marr’s three-levels approach, but then largely ignore it in the rest of the book. We also describe Marr’s framework early on, but we follow this up by trying to use it systematically in tackling a wide range of vision problems. In each chapter, this approach is applied to a different topic in vision by examining problems that the visual system encounters in interpreting retinal images; the constraints available to solve these problems; the algorithms that can realize the solution; and the implementation of these algorithms in neurons.

Both authors have had considerable experience of using this approach in teaching vision courses to university students. It has led them to dispense with the usual kind of introductory lecture, because abstract ideas (such as levels of analysis for understanding complex information systems) tend to “fly right over the heads” of students with no hands-on experience of the problems of vision. Instead, we “plunge in” with some specific topics, and then use these to extract lessons about how the computational approach works out in practice. Hence, one feature of our teaching is that our “introductory” lecture is the final one in the course. We adopt this approach here, in that our final chapter, Seeing Summarized, evaluates Marr’s approach and discusses it in the context of other approaches. We hope that by the time readers get to that chapter they are in a good position to engage with the debates it contains. If you are a reader who wants that context first, then consider skim-reading it at the outset.

Despite delaying our introduction of general contextual and abstract material to the final chapter, in the first chapter we try hard to make accessible the topic of seeing to the general reader and to students who have not previously attended a vision course. We hope that such readers will find that this book gives them a good general understanding of seeing, despite the fact that much of it is well suited to the needs of advanced undergraduates and postgraduates. In short, this book needs no special background or prior familiarity with basic concepts in vision. A touchstone of our approach is to try to teach the subject. For us, this means we cover at length, using many illustrations, topics that we know from long experience can be hard to grasp, (an example is the convolution of a receptive field with an image). We provide at the end of Ch 1 a guide as to what each chapter contains, and all chapters (except the first and last) have a short note at the outset entitled Why read this chapter? These are intended to help readers to find a path through the book that suits their expertise and interests.

The upshot of all the foregoing is that we have not set out to write a handbook, or to cover all the topics to which many other texts devote whole chapters. There is no such thing as the “perfect” textbook on seeing and we certainly make no claim in that regard. Readers will, indeed should, consult other texts, and, of course, pursue their particular interests using Web searches (see advice below and our sections at the end of each chapter on Further Reading). What we do hope we have achieved is
to provide enough basic coverage of the subject to give readers a sound understanding of core topics, so that they are well equipped to tackle the vast vision literature. And of course, we hope that readers become persuaded that the computational approach has strong merits as a way of thinking about seeing.

Finally, how does this second edition differ from the first? They have much in common, for example, a general emphasis on the computational approach, many illustrations, and an attempt to combine accessibility with rigor. (See Preface to First Edition, below.) That said, this second edition is much more explicit in teaching the computational approach, and it is much longer (roughly three times as many pages). Much of this increase is down to the introduction of new topics, which include mathematical material aimed at advanced students. Of course, we have also brought this second edition up to date. However, although a great deal has happened in the vision literature since the first edition was published in 1979, we have been surprised to realize that much of the first edition remains core material today. Moreover, we believe the general tenor of the computational approach espoused in 1979 in the first edition of *Seeing* still holds valuable lessons for students and vision researchers in the twenty first century.
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