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potential; Voltage
extracellular, 235, 273
half-activation, 33,120

membrane potential, 1, 109, 165–167, 234
reset, 165
resting, 144, 146, 165, 182, 234
reversal, 109, 116, 144, 146
threshold, 14, 17, 19, 165, 167, 176, 179, 182, 184
Prediction, 1–2, 125–127, 269–270, 291–292, 298–

299, 310, 312
Presynaptic terminal, 104, 139–140, 148–149, 154
PRNG. See Random number generator
Probability density, 215, 220–221, 230–231
Probability distribution, 69–74, 77, 85–86
Propagation, 18–19, 244
Propensity, 69–78
function, 69–72
zero, 72
Pseudorandom number generator. See Random

number generator
PSICS software, 275, 363
PSO. See Particle swarm optimization
Pumps, 95–96, 102–103
electrogenic, 95–96
Purkinje cell, 98–99, 102, 250, 262, 280, 300
model, 263–264, 269–270, 279, 280–281, 305
Push-pull connectivity, 324–325, 352
Pyramidal cell, 146, 194, 212, 214, 217–230, 235,

250, 252, 311–312
model, 17, 184, 266–267, 269, 280, 310
Python language, 347, 356, 359, 363, 364

Q10 factor, 130, 145
QIF. See Integrate-and-fire neuron model,

quadratic
Quantal size, 155

ra. See Resistance, axial
Ra. See Resistivity, axial
rand function, 60
Random number generator, 59–60, 341, 346
Random walk method, 86–87
RANDU function, 60
Raster plot, 341
Reaction, 61–80
continuous solution, 79
deterministic solution method, 66–68
-di¤usion system (see Di¤usion)
dimerization, 71–72
discrete solution, 79
dissociation constant, 65, 90, 96, 98
joint probability density function, 73–75
kinetics, 66–80
membrane-limited, 68
mesoscopic rate constant, 69, 71–72
mixed method, 78–80
number of molecules, 68–72, 78–79
numerical integration, 68, 78–80
rate, 64, 67–68, 117
second-order, 71
stochastic, 68–73
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stochastic solution method, 73–76, 79
unimolecular, 71
Readout neuron, 343
Rebound depolarization, 327
Receptor. See Synaptic receptor
Reciprocity, 241
Recombination operation, 46–48
Reconstruct software, 203–204
Reconstruction. See Morphology
Recovery. See Channel, inactivation
Rectification. See Goldman-Hodgkin-Katz

equation
Reduced model, 265–266. See also Cylinder,

equivalent
Refractory period. See Integrate-and-fire neuron

model; Poission process
Relevance, 345
Renewal process. See Point process
Repair. See Axon, Dendrite
Repressilator circuit, 62
Residual, 32–33, 152
Resistance
axial, 235–236, 246–250
cytoplasmic, 261–263
extracellular, 235–237
intracellular (see axial)
input, 234, 236, 239–241, 244–245, 248, 250, 252–
253

local input, 243
membrane, 234–235, 243, 260–261
Resistivity
axial, 18, 236, 246, 255
membrane, 26–27, 234–235, 243, 246, 248–250,
255–256, 261

Resonance
intrinsic, 326–327
network, 315, 329, 332, 353
stochastic, 337
subthreshold, 169, 172, 174, 182–184
Resonate-and-fire model, 174
Respiratory pattern generation, 316
Retina, 353
rm. See Resistance, membrane
Rm. See Resistivity, membrane
Rn. See Resistance, input
Robustness, 278, 289–290, 305, 345
Routh-Hurwitz criterion, 7
Runge-Kutta method, 24–25, 68
Ryanodine receptor, 97

Sag, 172, 252
Sarcoplasmic reticulum, 96
Saturation, 281, 327
SBML. See Systems Biology Markup Language
SDE. See Di¤erential equation, stochastic
Search method, 31–60. See also Parameter fitting
Selection, 46–49
Sensitivity, 257, 290–291, 300

Sensorimotor model, 315
SERCA pump, 95–96
Serial section technique, 198
Shell, 215–216
Sharp electrode recording, 212, 248–249
Sholl, 215–217
Shooting, 21, 26–27
Shrinkage, 190–191, 195, 207, 213, 216–218, 255,
274

Shunt. See Soma
Signaling model, 61–66, 88–91
Silent synapse, 146
Simplex algorithm, 39–41
Simulated annealing, 44–46, 58
Simulator independence, 347
SK-type channel. See Potassium channel, SK-type
Ca2þ-activated

Slice preparation, 154, 188–189, 214, 218
Small-world topology, 333
Smoldyn software, 86
SNNAP software, 363
Sodium channel
inactivating, 108–111, 123–127, 287
persistent, 172–173, 310
Solution space, 300–305. See also Parameter space
connectedness, 304–305

Soma, 266–267, 269, 274
dissociated, 276
shunt, 248–250
Space clamp, 146, 242, 275–276
Space constant, 27, 237, 243–244
Sparse connectivity, 325, 333, 335,
Spatial gradient, 66, 80–82
Spectrogram, 342, 344
SPICE software, 338
Spike. See also Firing mode; Firing frequency;
Periodic trajectory
conduction, 275, 328
dendritic, 265–266
initiation, 265, 274
response model, 162, 326
shape, 270, 296
train analysis, 342–343
-time histogram, 334–342
-timing-dependent plasticity (see Synaptic
plasticity)

Spine. See Dendritic spine
Squid giant axon, 107–108, 234, 236, 274
srand function, 60
SSA. See Gillespie method
Stability, 5–10, 12–13, 15, 17, 25–27. See also
Network model; Synaptic plasticity
asymptotic, 6–10
neutral, 6–7
Staining, 187–194, 213
State. See also Channel, gating
closed, 27–28, 119, 123–124
open, 22, 27–28, 119–121, 123
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State (cont.)
resting, 9, 13–14, 16–17, 21, 153
space, 69, 72–73 (see also Phase, space)

STDP. See Synaptic plasticity, spike-timing-
dependent

Steady state. See Fixed point
Steady-state assumption, 66, 264
Steepest-descent method, 39
STEPS software, 88, 104, 364
Sti¤ system, 25–26, 29, 68, 264
Stochastic simulation algorithm. See Gillespie

method
StochSim software, 364
Stoichiometry, 67
Stomatogastric ganglion, 288, 290, 299
Subthreshold dynamics, 14, 168–172. See also

Resonance
Superposition principle, 352
Surface-to-volume ratio, 94
Susceptibility, 167, 178
SWC format, 201, 206–207, 210
Swelling, 189, 191, 195
Synapse Model. See also Signaling model
alpha function, 141–142
di¤erence of two exponentials, 141, 143
dynamic, 152–154, 331
single-exponential decay, 142
stochastic, 154–156

Synapse Web, 210
Synaptic conductance, 139–159, 281. See also

Postsynaptic potential; Synapse Model
decay, 141–143, 153
decay time constant, 142–143, 145–147
desensitization, 152
kinetics, 140–143, 149–152
peak of, 141–143
rise time, 141–143, 146, 243
stochastic rate constant, 149–151
weight, 156–158, 328, 334–335, 339

Synaptic current 94, 143–144, 241, 261, 281–282.
See also Excitatory postsynaptic current

Synaptic depression, 152–154, 325, 331, 353
Synaptic facilitation, 152–153, 331, 353
Synaptic failure, 325, 327–328
Synaptic input, 243–244, 337
background, 281–282 (see also Inhibition,
balanced)
di¤usion approximation, 167

Synaptic latency. See Axon, delay
Synaptic noise, 156, 281
Synaptic plasticity, 96, 103, 145, 331. See also

Synaptic depression; Synaptic facilitation
long-term, 157–159
short-term, 152–154
spike-timing-dependent, 148, 157–158, 331

Synaptic receptor, 144–147, 149–152, 156
AMPA (see AMPA receptor)
binding, 149–151

GABA (see GABAA receptor, GABAB receptor)
metabotropic (see Metabotropic receptor)
NMDA (see NMDA receptor)
subunit, 149
Synaptic transmission. See Transmitter
Synchronization, 311–312, 333, 335–336, 353. See

also Oscillation, axonal delay
artifactual, 340
measure of, 342–344
rate covariance, 343–344
Synfire chain model, 326, 350
SYNU software, 205–206
Systems biology, 90–91, 282
Systems Biology Markup Language, 356–358

t-leaping method. See Tau-leaping method
T-type current. See Calcium current
Table, 264–265, 349
Tau-leaping method, 76–79
Temperature, 45–46, 111, 274–275
dependence, 130, 145, 159
Temporal filtering, 153
Thalamic relay neuron, 112–114, 127–136, 180–

181
Thermodynamic model, 117–121, 130–133,

136
Theta neuron model, 176–177
Threshold, 54, 157, 352. See also Current; Potential
Time constant, 153, 247, 350. See also Channel;

Membrane; Synaptic conductance
Time scale, 65, 75, 80, 276–277, 353
Time shift, 34–35, 37
Time step. See Integration method, step size
Topology. See Connection; Dendrite
Tortuosity, 216
Tracing. See Electron tomography; Morphology
Trajectory. See Periodic trajectory
Transfer function, 352
Transition probability, 122
Transmitter, 140, 148–152. See also Di¤usion
release site, 154–155
reuptake, 149
transporter, 149, 152, 155
unbinding, 142–143, 146
vesicle, 140, 148–149, 152, 154–155
vesicle depletion, 152–153
Trapezoidal rule, 25
Type I/II mode. See Firing mode

Ultrastructural level. See Electron microscopy
Uniqueness, 2, 5, 345. See also Nonuniqueness
Unit, 236, 277
extensive, 68
intensive, 68

Valence. See Charge
Validation, 227, 229, 271, 278–279, 340–342, 345,

349
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Variability, 289–290, 299. See also Nonuniqueness
synaptic, 149, 154–156
Varicosity, 189, 194, 200, 202
VCELL software, 365
Vesicle. See Transmitter
VIAS software, 201
VLSI, 147, 154
Vm. See Potential, membrane
Vt. See Potential, threshold
Voltage. See also Potential; Sag
attenuation 241–245, 280
clamp, 108, 111–114, 125–127, 242, 275, 281 (see
also Space clamp)

decay, 237–239, 243, 247
dependence (see Channel, kinetics)
Volume, 68–69, 71, 94, 101
Voxel, 83–84, 87–88

Wave propagation, 19–21, 315, 322, 333, 335
Well-mixed system, 66–68, 87
Wiener process, 27
Winner-takes-all model, 325, 351

XPPAUTO software, 12, 27, 316, 323, 365–366
Xvotrace software, 205
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