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adaptive Brownian dynamics simulation,
79, 113, 115, 116

Brownian dynamics simulation, 79, 95,
96, 102, 107, 108

cleaning noise, 225, 228
cleaning noise: local, 226, 229
continuum hypothesis of electrostatics,

94, 96

DCNN, see dynamical consistent neural
network

discrete stochastic approximation, 83–86
attraction property, 83, 86
consistency, 83

dynamical consistent neural network,
227

dynamical consistent neural network,
220, 238, 239

with partially known observables,
223

dynamical system, 204, 206

ECNN, see error correction neural net-
work

error backpropagation algorithm, 235
through time, 208

error correction neural network, 210
dynamical consistent, 222
dynamical consistent, 219, 220

feedforward neural networks, 204, 207,
208

finite unfolding in time, 226
finite unfolding in time, 207, 211
Fokker-Planckequation, 104

hidden Markov model, 79–81
maximum likelihood estimate, 81
state filter, 92

hidden Markov models, 418
HMM, 418

see hidden Markov model, 79

ion channel, 77
current, 78–82, 88, 89
gating problem, 78, 79
mesoscopic scale, 78
patch clamp, 78, 80, 86, 112
patch clamp on a chip, 88, 94
permeation problem, 78

Langevin equation, 95, 96, 98

memory, 230

nanotube, 77, 96
Nernst potential, 78, 81–86
noise, 225, 227, 228

observable operator, 420
observable operator model

see OOM, 418
OOM, 418

comparison with hidden Markov
models, 424

definition, 423
equivalence theorem, 428
process generated by, 423
reverse OOM, 440
sequence generation with, 424
statistical efficiency, 439
basic learning algorithm, 434
characterization by convex cones,

429
characterizer, 439
history, 437
interpretable, 431
observable operator, 420
plotting fingerprints, 433
poor man’s learning algorithm, 439
stability, 455
statistical efficiency, 436
time series prediction with, 420

optimal brain damage, 237
overfitting, 212
overshooting, 209, 211

partially observed Markov decision pro-
cess, 92

infinite-horizon cost, 92, 93
information state, 92
multiarmed bandit, 92–94

PMF
see potential of mean force, 95

POMDP
see partially observed Markov deci-

sion process, 92
potential of mean force, 95, 99, 100, 109,

111–115
prediction of a stochastic process, 420

recurrent neural network
dynamical consistent, 220
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normalized, 213
recurrent neural network, 203, 207, 226,

232, 238
dynamical consistent, 216, 222

RNN, see recurrent neural network

sensor adaptive signal processing, 79, 87,
116

sparseness, 231, 232, 234, 237
stochastic gradient algorithm, 114

Kiefer Wolfowitz, 114
least mean squares algorithm, 85,

86, 117
simultaneous perturbation stochas-

tic approximation (SPSA), 115
suffix tree, 448

trie, 448

uncertainty, 224
undershooting, 238

vario-eta learning rule, 232, 233


