
Garawa, 53–54, 56
Gen, 20
parsing with, 113

Generation, language, 13
Genetic algorithms, 6
GSL, 19

H-distance, 96
H-domination, 92
Harmonic bounding, 65
Harmonic Grammar, 11
Harmonic ordering, 24, 26
and stratified hierarchies, 37–38

Harmony, 24
at the paradigm level, 78–80

Harmony Theory, 10–11
Hidden Markov models, 8, 115
Hierarchy, 24
initial, 38–39, 46–47, 69–71, 75–76, 97–99
stratified, 37, 47–48, 91
target, 92
totally ranked, 37, 47–50, 91

Implicit negative evidence, 33, 86
Independence (of parameters), 85
Informative pair, 44, 96
Interpretation, 57
Iterative algorithms, 8–12, 82

Language acquisition
child data, 76
decomposition of the problem, 6–7, 80–83
the logical problem of, 2
statistical approaches, 72

Language interpretation, 57
Language production, 57
Lexicon optimization, 77–78
paradigm-level, 79

Locality, 127–128
Loser/winner pair, 35

Mark
canceled and uncanceled, 25
constraint violation, 21
fatal, 38, 40

Mark Cancelation, 25, 28, 94–95
and stratified hierarchies, 38

Mark-data pair, 35
Markedness scales, 47

Operation (for parsing), 117–118
Operations Set, 117–120
Optimality. See Optimality Theory;

Optimization

Acquisition. See Language acquisition
Antiallomorphy, 78

Basic CV Syllable Theory (CVT), 19
and Constraint Demotion, 38–41
formalizing, 113–114
parsing, 115–123
and Recursive Constraint Demotion,
101–106

Comprehension, language, 13
Computational Learning Theory, 48
Con, 21
Constraints
alignment, 55
for CVT, 22
for GSL, 22–23
for stress, 54

Constraint Demotion. See also Robust
Interpretive Parsing / Constraint
Demotion; Recursive Constraint
Demotion

correctness of, 43, 46
data complexity of, 44, 46, 100
error-driven. See Error-Driven Constraint

Demotion
principle of, 36
procedure, 95
recursive. See Recursive Constraint
Demotion

Contrast (Principle of), 48
Cue learning, 3, 4, 73
CVT. See Basic CV Syllable Theory
Cycle of overparsings. See Overparsing

cycle

Disjunctions (in learning), 42–43
Dynamic programming, 111–113, 115
Dynamic Programming (DP) Table,

115–117

Error-Driven Constraint Demotion, 50–52,
99–100

Error-driven learning, 52
with Recursive Constraint Demotion, 110

Expectation Maximization (EM)
algorithm, 9

Faithfulness
constraints, 22, 75, 78
output/output, 78
and parsing. See Parsing, production-

directed
Fatal violation. See Mark, fatal
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Optimality Theory
definition of, 19–31

Optimization
in grammatical theory, 11–12, 24 (see also
Harmonic ordering; Harmony Theory)

in learning, 8–12 (see also Expectation
Maximization)

in parsing, 13, 115 (see also Parsing)
Overparsing, 20
in parsing algorithms, 117

Overparsing cycle, 121
Overt form, 20, 57

P & S, 19
Paradigm, 78
optimization, 78–79
tableau, 79

Paradigmatic Lexicon Optimization
(PLO), 80–83

Parsing, 111
algorithm, 122–123
chart parsing, 115
computational complexity, 126
and infinite Gen, 120–121
interpretive. See Parsing, robust
interpretive

and learning, 12–13, 73–74. See also
Error-Driven Constraint Demotion;
Robust Interpretive Parsing / Constraint
Demotion

primitive actions, 117
production-directed, 14, 57, 123–126
robust interpretive, 6, 12–13, 57–60, 83.
See also Robust Interpretive Parsing /
Constraint Demotion

Partial description, 116
Position grammar, 114, 127
Position structure, 113–114
Principles and Parameters, 3, 85
Processing. See Parsing

Random search, 71. See also Triggering
learning algorithm

Ranking. See Hierarchy
Recursive Constraint Demotion (RCD),

101–110
algorithm, 107–108
correctness, 110
data complexity, 110

Refinement (of a hierarchy), 92
Richness of the base, 30, 75
Robust interpretive parsing. See Parsing,

robust interpretive
Robust Interpretive Parsing / Constraint

Demotion (RIP/CD), 11, 60–62, 82

failing, 62–68
simulations, 68–70

Sequence comparison, 115
Single value constraint, 85
Statistical language modeling, 115
Stratified domination hierarchy. See

Hierarchy, stratified
Stratum, 37, 91
Stress (metrical), 53–56, 68
Subset principle, 76

Tableau, 22
Ties, 38, 48, 50
and parsing, 126–127

Trigger, 85
Triggering learning algorithm, 3–4, 73–74
Typology by reranking, 27

Underparsing, 19–20
in parsing algorithms, 117

Uninformative pair, 40
Uniqueness Principle, 48
Universal Grammar, 89
and learnability, 2–6

Violation
of constraints, 21, 26
minimal, 26


