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Our ability to feel, think, and act can in some way be attributed to the workings of

the brain. For over a century, scientists have used measures of brain activity to gain

insights into perceptual, cognitive, and motor functions. As a result, researchers have

developed a variety of methods to measure brain activity noninvasively (e.g., Rugg,

1999). These methods roughly fall into two classes: ‘‘electromagnetic’’ approaches that

directly measure brain activity by recording the electromagnetic fields generated by

certain neuronal populations, and ‘‘hemodynamic’’ approaches that indirectly mea-

sure brain activity by recording changes in vascular variables that are linked to changes

in neural activity. Importantly, these methods differ in a number of aspects, including

the preconditions for detecting a signal, the homogeneity with which neural activity is

sampled from different parts of the brain, and the relative strengths in determining

when versus where neural activity takes place. They therefore provide complementary

views on neural activity.

This chapter focuses on electromagnetic measures of neural activity. Within this

class of methods, there are several ways to examine electrical and magnetic activity,

in both the temporal and spatial domains (e.g., Näätänen, Ilmoniemi, & Alho, 1994;

Tallon-Baudry & Bertrand, 1999). Here we restrict discussion to event-related brain

potentials (ERPs), which are small changes in the electrical activity of the brain that are

recorded from the scalp and that are brought about by some external or internal event

(see Coles & Rugg, 1995; Kutas & Dale, 1997). This electrical activity changes rapidly

over time and has a spatially extended field. It is therefore usually recorded with a

temporal resolution in the order of a few milliseconds from multiple scalp locations.

The goal of this chapter is to explain how one can make functional interpretations

from ERP data. After a brief introduction to the issues that ERP analysis aims to address,

we outline the type of inferences that one can and cannot make from ERP data. The

final two sections then examine the assumptions that underlie functional inferences,

and how functional interpretations of ERP data may develop in future. The material

considered here is similar to that covered by Kutas and Dale (1997) and Rugg and Coles

(1995).



What Issues Can ERP Analysis Address?

A first step toward making functional interpretations from ERP data is to consider

what purpose ERPs serve. One can study ERPs in their own right, that is, to gain a bet-

ter understanding of aspects of ERPs themselves. For example, there has been substan-

tial work to characterize individual features of ERP waveforms, and to identify the

intracerebral origins of ERPs. More often, however, researchers use ERPs as a tool to re-

solve questions in disciplines such as psychology, psychiatry, and neuroscience. For

example, ERPs have helped to delineate psychiatric and neurological conditions such

as schizophrenia and ADHD (e.g., Ford et al., 1999; van der Stelt et al., 2001), why

people take longer to respond in situations of conflicting information (e.g., Duncan-

Johnson & Kopell, 1981), how attention normally works (e.g., Mangun & Hillyard,

1995), and why memory declines as we grow older (e.g., Rugg & Morcom, in press).

Attempts have even been made to use ERPs as a lie-detection tool (Farwell & Donchin,

1991)!

In this chapter, we confine our discussion of functional interpretations from ERPs to

their use in the field of cognitive neuroscience, although the logic and assumptions

laid out here also apply to most other applications. Cognitive neuroscience ‘‘aims to

understand how cognitive functions, and their manifestations in behavior and subjec-

tive experience, arise from the activity of the brain’’ (Rugg, 1997, 1). We focus on what

ERPs can reveal about cognitive functions in healthy individuals, using within-group

comparisons. Comparisons between groups of individuals, especially when special

populations such as clinical or younger/older people are involved, require additional

considerations (see Picton et al., 2000; or Rugg & Morcom, in press, for introductions

to this topic).

Explanations in cognitive neuroscience can be articulated at many different levels,

ranging from functional to cellular and even subcellular accounts (e.g., Marr, 1982).

One can use ERPs to address questions at several of these levels. For example, at a

functional level, some use ERPs to address whether the brain honors the distinction

between syntax and semantics (e.g., Friederici, 1995). At a lower level, researchers use

ERPs to investigate the speed of interhemispheric transmission (e.g., Lines, Rugg, &

Milner, 1984), or the effects of pharmacological manipulations (e.g., Hsu et al., 2003).

Often, interest spans across levels, and explanations at one level may constrain

explanations at another level. In the next section, we discuss how one can use ERP data

to make functional inferences.

Making Inferences from ERPs

We can classify inferences from ERP data in several ways. It is possible to order infer-

ences on the basis of their complexity and underlying assumptions (Rugg & Coles,
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1995), or on the emphasis placed on the temporal versus the spatial information that

ERPs provide. Here, we draw a distinction between inferences that one can make with

and without adopting a functional interpretation of some feature of an ERP waveform.

ERPs have been in use since the 1960s, and many studies have attempted to associate

particular features of ERP waveforms with specific cognitive processes. On the basis of

the findings of such studies, it is sometimes possible to use specific ERP features (or

‘‘components’’—see below) as markers for the engagement of the cognitive process

with which they are correlated. One can also draw meaningful interpretations of ERP

data without making assumptions about the functional significance of any particular

waveform feature. In the following sections, we therefore distinguish between infer-

ences made with and without such theoretical commitments. We discuss the latter

class of interpretation first.

Inferences Not Based on Prior Knowledge

ERPs can be employed to study cognitive processes even when there is little or no prior

useful information to bring to bear on the functional significance of any feature of the

elicited ERP waveforms. In practice, this is a common situation. There are generally

three kinds of inferences made in these circumstances: about the timing, degree of

engagement, and functional equivalence of the underlying cognitive processes. These

inferences rely on three aspects of ERP differences observed between conditions: their

time course, amplitude, and distribution across the scalp, respectively. We will illus-

trate these inferences with a concrete example.

Consider an experiment in which ERPs are elicited at three electrode sites in two

conditions (1 and 2), and in two situations (A and B; see figure 1.1). The simplest type

of inference from these data is based on the observation that the ERP waveforms eli-

cited in the two conditions differ. (For this and all subsequent types of inference, this

observation can be substantiated by an appropriate quantification of the waveforms;

see chapter 3 of this volume). On the assumption that specific cognitive processes are

manifested in specific and invariant patterns of neural activity (see below), a reliable

ERP difference between conditions implies that the cognitive processes associated with

the two conditions differ in some respect. Understanding how the cognitive processes

differ depends on a conceptual analysis of the differences between conditions.

Even this simple inference can lead to useful insights. For example, a longstanding

question in cognitive psychology is the level to which unattended information is pro-

cessed. One can address this question by recording ERPs for unattended information,

and establishing whether the content of the unattended information influences the

ERP waveforms. Using this logic, researchers have found that ERP waveforms for unat-

tended information differ when an unattended, visually presented word is presented

twice in succession (Otten, Rugg, & Doyle, 1993). This suggests that unattended visual

information can be processed to the level of its identity.
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Expanding on the first type of inference, the second type of inference takes advan-

tage of the high temporal resolution of ERP waveforms, which makes them especially

valuable for drawing inferences about the timing of cognitive processes. In situation A

of figure 1.1, the ERP waveforms in the two conditions start to differ at about 250 ms

after the onset of the event of interest. This implies that the cognitive processes that

differentiate the two conditions began to differ by 250 ms. Using this logic, researchers

have demonstrated that the ERP waveforms elicited by attended and unattended

stimuli can differ as early as 50 ms after stimulus onset (Woldorff & Hillyard, 1991).

Accordingly, attentional processes must have been engaged within 50 ms, providing

important information about the functional characteristics of selective attention.

The final two classes of inference discussed in this section are based on interpreta-

tion of the scalp distribution and amplitude of an ERP effect, respectively. Information

about the scalp distribution of an ERP effect forms the basis of efforts to estimate the

nature of the intracerebral sources that underlie the effect (e.g., Scherg, 1990). More

importantly in the present context, however, this information contributes to the de-

termination of whether functionally nonequivalent processes are engaged across con-

ditions. Crucially, one can make such inferences even in the absence of knowledge

about the intracerebral sources of the ERP effects in question.

In situation A of figure 1.1, the difference between the two conditions is largest at

the parietal electrode site. By contrast, in situation B, the difference between conditions

Condition 1
Condition 2
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0 500 1000 0 500 1000
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Figure 1.1

Hypothetical ERP waveforms elicited at three electrode sites in two experimental conditions in

two experimental situations (A and B). The differences between the waveforms allow a number of

functional interpretations. See text for details.
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is largest at the frontal electrode site. As we discuss later, there are several reasons why

scalp distributions may change. Regardless of the cause, however, different scalp dis-

tributions imply that different patterns of neural activity are associated with the two

situations. So far as one is willing to accept the assumption that experimental con-

ditions that are neurophysiologically dissociable are most likely functionally disso-

ciable as well (see below), one can use ERPs to assess whether the cognitive processes

engaged in different experimental conditions are functionally distinct.

We can apply the same logic to differences in scalp distribution that emerge over

time. ERP effects can be compared not only across experimental conditions as exem-

plified above, but also across time points within a condition, or across time points

across conditions. In any case, a difference in scalp distribution implies a difference in

underlying neural pattern. In turn, different neural patterns imply that distinct func-

tional processes were engaged across conditions, times, or both.

For example, when people are asked to decide whether or not they remember having

experienced an item before, new and old items elicit different ERP waveforms. This

difference is largest over left parietal scalp sites in an early time region of the wave-

forms, before becoming largest over right frontal scalp sites later on (see Rugg &

Wilding, 2000, for review). These scalp distribution differences suggest that different

patterns of neural activity are engaged over time. Accordingly, memory retrieval may

rely on multiple, qualitatively different functional processes, operating at different

points in time. Without evidence that the two effects are dissociable, however, the

possibility that they act in concert to support a common process cannot be ruled out.

As it happens, the left parietal and right frontal ERP effects are sensitive to distinct

experimental manipulations (Rugg & Wilding, 2000).

If scalp distributions do not differ across conditions or time, does this have any

functional implications? If experimental manipulations do not result in scalp distribu-

tion differences, but the associated ERP effects nonetheless differ in amplitude, this

is usually taken to suggest a quantitative, as opposed to a qualitative, difference in the

cognitive processing engaged in the two conditions. That is, the experimental manip-

ulations are thought to have engaged the same cognitive process(es), but to differing

degrees. Later on, we discuss caveats surrounding interpretations from such amplitude

differences and null results.

Inferences Based on Prior Knowledge: ERP ‘‘Components’’

As discussed in the previous section, we can make useful inferences about cogni-

tive processes from ERP data without knowing what any particular waveform feature

represents. However, we can gain additional information with knowledge about the

functional significance of some aspect of an ERP waveform. ERPs can be thought of as

time-varying scalp fields that result from the summation of electromagnetic activity

generated by neuronal populations in different parts of the brain. Clearly, it would

be informative to understand these fields both in terms of the neuronal populations
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responsible for them and the different cognitive processes with which they are asso-

ciated. In essence, this is what the decomposition of ERP waveforms in terms of their

underlying ‘‘components’’ attempts to achieve.

There is no universally accepted definition of what constitutes an ERP component.

Because neural and cognitive processes overlap in both space and time, features of

the waveform such as peaks or troughs can result from the summation of several

contributing sources, and thus may not reflect functionally homogeneous neural or

cognitive processes. Component definitions range between two extremes, sometimes

referred to as the ‘‘physiological’’ and ‘‘functional’’ approaches to component identifi-

cation. According to the physiological approach (e.g., Näätänen & Picton, 1987), an

ERP component should be defined in terms of its anatomical source within the brain.

To measure a component, it is therefore necessary to isolate the intracerebral sources

underlying an ERP waveform. By contrast, according to the functional approach (e.g.,

Donchin, 1981), an ERP component should be defined predominantly in terms of the

functional process with which it is associated. On this account, it is irrelevant whether

one or several anatomical sources contribute to the component, as long as they con-

stitute a functionally homogeneous system.

In practice, ERP components are usually defined with respect to both their functional

significance and their underlying neural source(s). Along these lines, Donchin, Ritter,

and McCallum (1978) give an operational definition of an ERP component. According

to this view, a component is a part of the waveform with a circumscribed scalp distri-

bution (alluding to the underlying neural configuration) and a circumscribed relation-

ship to experimental variables (alluding to the cognitive function served by the activity

of this configuration). Several procedures, based on the analysis of scalp distribution

and sensitivity to experimental manipulations, have been proposed as methods to dis-

sociate and measure overlapping components (see Picton et al., 2000).

What can we gain from the concept of an ERP component? Despite the difficulties

surrounding their definition and measurement, components serve at least three pur-

poses. First, they provide a language that allows communication across experiments,

paradigms, and scientific fields. Second, they can provide a basis for integrating ERP

data with other measures of brain activity. Third, components can serve as physiologi-

cal markers for specific cognitive processes. In the case of some components, sufficient

information has accumulated to indicate, in broad terms at least, their functional sig-

nificance. Below, we illustrate how one can make functional interpretations from ERP

data using the notion of a component (see also chapter 2 of this volume).

Again, consider the waveforms illustrated in figure 1.1. Assume that in situation

A, the positive deflection in the waveforms (labeled X and X 0) is a known ERP compo-

nent, associated with some specific cognitive process. (This assumption is for the pur-

poses of exposition only. In reality, it is highly unlikely that such a large, temporally

extended ERP deflection would reflect the activity of a single generator system, or a
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single cognitive process.) On this assumption, the first inference one can make from

these data makes use of the time course of the component across conditions. The time

course can be quantified with one of several temporal measures of the component, for

example its onset, peak latency, rise time, or duration (see chapter 3 of this volume).

In figure 1.1, the component onsets later in condition 2 than 1. This implies that the

cognitive process presumed to be associated with the component is engaged at a later

time in condition 2 than 1.

Next, figure 1.1 shows that the amplitude of the component in situation A differs

between conditions. As with the time course of a component, we can define its ampli-

tude in several ways. The observed amplitude difference in figure 1.1 implies that the

cognitive process is engaged to a different degree across conditions. This inference

relies crucially on previous work associating variance in the amplitude of the compo-

nent with variance in the degree to which the associated cognitive process is engaged.

To illustrate this type of inference, based on its scalp distribution and approximate

time of occurrence, the positive peak seen in situation A of figure 1.1 may reflect

the P300 or P3b component (Donchin, 1981; Donchin & Coles, 1988). Donchin and

Coles (1988) proposed that P300 amplitude variations reflect variations in the degree

to which an internal representation of the experimental context is updated. On this

account, the differences between conditions shown in situation A of figure 1.1 support

the inference that updating processes are greater in condition 1 than 2. Such inferences

based on amplitude measures only apply when comparing the same component across

conditions.

The reader may have noticed that all the inferences discussed in this and the previ-

ous sections were framed in terms of comparisons between experimental conditions.

That is, they are based on an analysis of differential ERP effects. Functional interpre-

tations of any measure of neural activity rely crucially on a carefully designed experi-

ment. The processes of interest must be isolated with judiciously selected experimental

conditions. Virtually without exception, this requires the researcher to manipulate the

process across two or more experimental conditions. Accordingly, functional interpre-

tations are usually made from differences in neural activity, computed between the

conditions that are presumed to isolate the process(es) of interest.

What Cannot Be Inferred from ERPs?

ERP data can provide valuable information about cognitive functions in many situa-

tions. When using ERP data to make functional interpretations, it is important to keep

these strengths in mind. Equally important, however, is to recognize the limitations

of ERP data. For example, ERPs can provide no information about neural activity giving

rise to ‘‘closed’’ electromagnetic fields (see below). In addition, many of the inferences

discussed in the previous sections rely on assumptions that may be violated in any
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given case. In this section, we outline some of these issues. Note that most of these

issues are equally relevant to noninvasive measures of brain activity other than ERPs.

Null Results

The first issue concerns null results. Several of the inferences discussed above follow

from the finding that a comparison of interest failed to result in a statistically reliable

difference in amplitude, scalp distribution, or latency. That is, the inference is based on

the lack of an effect. For example, we described how the lack of a reliable scalp distri-

bution difference across experimental manipulations may suggest that the same cog-

nitive process is associated with each manipulation. However, for at least three reasons,

interpretations based on the absence of an effect should be treated with caution. First,

the experiment may not have had enough statistical power to bring out a difference,

even when one exists. Second, the ERP waveforms may not have been quantified or

analyzed in the optimal way. And perhaps most importantly, third, ERPs sample only a

subset of the total activity that is going on in the brain at any one time. For its activity

to be detectable at the scalp, the elements of a neuronal population must activate

(or de-activate) synchronously, and their geometric configuration must be such that

their activity summates (that is, they must have an ‘‘open field’’ configuration; see

Wood, 1987). Accordingly, the neural activity differentiating the experimental con-

ditions may not have the right dynamic or geometric properties to be detectable on the

scalp. For these reasons, when two scalp distributions differ, it is possible to be confi-

dent that conditions engaged neurally nonequivalent processes. The converse, how-

ever, does not apply.

Scalp Distribution

Even when one finds a statistically reliable effect, its interpretation may not be

straightforward. Effects on scalp distribution are a good example. As mentioned earlier,

reliable differences in scalp distribution allow several possible conclusions. One is that

functionally nonequivalent cognitive processes are engaged across conditions or time.

Scalp distribution differences can only come about when the patterns of neural activity

generating the distributions differ across conditions or time. However, it is unclear

from ERP data alone what the exact nature of this difference is.

An ERP effect may be generated by a single, anatomically circumscribed neuronal

population, or it may reflect the contribution of multiple, anatomically distributed

populations. This means that there is more than one reason why the scalp distribu-

tions of two ERP effects may differ. In the simplest case, different distributions may

signify the engagement of anatomically distinct generators. Alternatively, scalp distri-

bution effects could reflect differences in the relative contributions of the different

components of a common set of generators, in terms either of their strengths or

time courses. In the first case, one would conclude that the two effects are truly dis-

tinct anatomically. In the second case, the effects might both reflect activity within a
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common functional network; whether such a finding constitutes evidence of a strong

functional dissociation is arguably less obvious (e.g., Urbach & Kutas, 2002).

Polarity

A defining feature of an ERP effect is its polarity. It is important to note, however, that

whether an effect is observed to be positive-going or negative-going depends on a va-

riety of nonneurophysiological factors, such as the location of the reference electrode,

the baseline against which the effect is compared, and the location and orientation of

its intracerebral sources. The polarity of an ERP effect may also vary because of neuro-

physiological reasons. For example, the orientation of the electromagnetic field gen-

erated by the same neuronal population depends both on whether input is inhibitory

or excitatory, and whether input is received via synapses distal or proximal to the cell

bodies (Wood, 1987). For all of these reasons, in the absence of detailed information

about the neural activity underlying it, the polarity of an ERP effect is of no particular

neurophysiological or functional significance.

Intracerebral Sources

It should be obvious from the foregoing discussions that ERP data recorded from the

scalp do not allow direct inferences about either the identity or the spatial location

within the brain of the neural activity that gives rise to it. In other words, there is not a

transparent relationship between an electrical field observed on the scalp and the brain

regions giving rise to that field. For example, if an ERP effect is maximal over frontal

scalp sites, this does not necessarily mean that the activity that gives rise to this effect

is in frontal cortex. Clearly, it would be of considerable value to be able to discern the

intracerebral sources of ERP data. Such knowledge would enhance the functional and

neural interpretations of the data, and greatly facilitate its integration with findings

from studies using other methods (e.g., fMRI). For detailed discussion of these issues,

see chapters 7, 9, and 15 of this volume.

Amplitude

In addition to inferences based on scalp distribution, those based on the amplitude of

an ERP effect also need qualification. Crucially, amplitude differences can occur in the

absence of a change in the strength of the underlying neural activity. ERP waveforms

are almost always formed by averaging across multiple EEG epochs, time-locked to

a common class of events. Quantification of the waveforms therefore relies on the

assumptions underlying the employment of signal averaging. One of these assump-

tions is that the signal is invariant across epochs. If there is variability in the time of

occurrence of the signal (‘‘latency jitter’’), and the degree of variability differs between

conditions, amplitude differences may occur in the averaged ERP waveforms even

though the signal in the constituent epochs does not differ in amplitude. Methods do

exist to estimate the signal in single trials rather than the averaged waveform (e.g.,
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Childers et al., 1987; chapter 10 of this volume). However, because of the low signal-to-

noise ratio, single-trial analyses are only successful when the signal of interest is large.

Furthermore, such analyses are inappropriate when the effect of interest is inherent

to the difference between different classes of trials (as is the case, for example, for ERP

‘‘repetition effects’’; e.g., Bentin & Peled, 1990).

Arguably more important is a second way in which the assumption of across-trial

invariance can be violated. According to this assumption, differences in amplitude be-

tween two ERP effects reflect differences in the degree to which their underlying gen-

erators are active, and hence the degree of engagement of the associated cognitive

processes (see above). It is possible, however, that such differences merely reflect dif-

ferences in the proportion of trials carrying an effect of constant amplitude. Under

these circumstances, amplitude differences provide information not about the degree

to which a process was engaged on any given trial, but about the probability of its en-

gagement. Despite the markedly different theoretical interpretations that follow from

these two scenarios, distinguishing between them can be formidably difficult, if not

impossible.

Time Course

As already discussed, the time at which ERP waveforms diverge provides a measure

of the time by which the neural activity, and hence the associated cognitive process,

differs between experimental conditions. There are two considerations here. First, the

onset of an effect does not necessarily reflect the actual point in time when the brain

first distinguishes the conditions. It is possible that neural activity differed before this

time, but that the ERPs were not sensitive to this difference (for example, because the

activity was not detectable at the scalp). Thus, the onset latency of an ERP effect should

be viewed as an upper bound on the time by which cognitive processing started to

differ. Second, it is important to note that although we have focused above on onset

latency, the full characterization of the time course of an ERP effect may require the

estimation of several other parameters as well, for example, latency to peak, rise time,

and duration. For some questions, such as when one wants to know not only about

when a hypothetical process begins but also how long it lasts, these other parameters

may be of equal importance.

Correlation versus Causation

All inferences from ERP data, and neuroimaging data in general, are correlational in

nature. That is, they allow one to make statements about neural activity that is corre-

lated with some cognitive process, but not whether this activity is necessary for that

process to occur. Even when a tight correlation is found between some experimen-

tal manipulation and some neural measure, one cannot conclude that the measured

activity is a direct manifestation of the cognitive process thought to be associated
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with the manipulation. Instead, it may reflect cognitive processes that occur down-

stream from the process of interest, or be incidental to it.

To determine whether a specific neural correlate is necessary for some cognitive

process, one must investigate the consequences of interfering with the correlate. This

might be achieved by studying patients with brain lesions, or by temporarily disrupt-

ing neural activity with techniques such as Transcranial Magnetic Stimulation (Cowey

& Walsh, 2001), or pharmacological manipulations. Although a positive finding does

not necessarily mean that the neural activity in question is necessary for the cognitive

process of interest (Rugg, 1999), if the process is unaffected by interventions that abol-

ish a neural correlate, one can confidently conclude that the activity in question plays

no causal role in the process.

Interdomain Mapping

Using any measure of brain activity to understand functional processes requires a con-

ceptualization of how functional states map onto physical brain activity. For example,

several of the functional interpretations from ERP data discussed in this chapter are

based on the assumption that different patterns of neural activity (as manifested in

scalp distribution differences) imply qualitative differences in cognitive processes. Such

interpretations are sustainable only when one assumes that there exists a one-to-one

mapping between neural activity and cognitive processes. That is, that there is one,

and only one, pattern of neural activity that underlies a distinct functional state. If,

instead, one assumes that the same functional state can be caused by more than one

physical state (as proposed by, for example, Mehler, Morton, & Jusczyk, 1984), it is

difficult, if not impossible, to use measures of differential brain activity to infer func-

tional processes (for a related discussion see Price and Friston, 2002; and Friston and

Price, 2003).

Even when one assumes one-to-one mapping, different patterns of neural activity

may not necessarily reveal distinct cognitive processes. To illustrate this point, Rugg

and Coles (1995) described an example from the literature on ERPs and attention. The

early deflections in ERP waveforms elicited by visual stimuli are modulated depending

on whether the stimuli are attended or ignored. Importantly, the scalp distributions of

these modulations differ depending on the visual field in which the stimuli are pre-

sented. When a stimulus occurs in the left visual field, the attention-related changes

are largest at scalp sites over the right hemisphere, and vice versa (e.g., Mangun &

Hillyard, 1995). These qualitative differences in scalp distribution have not, however,

led to the conclusion that there exist distinct attentional processes for paying attention

to the left versus right visual fields. Instead, the same attentional processes are sup-

ported by distinct neuroanatomical pathways (in this case, in homotopic regions

of each cerebral hemisphere). Thus, there are at least some circumstances in which

distinct patterns of neural activity do not reflect distinct cognitive processes. As a
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consequence, the demonstration that experimental conditions are associated with dis-

tinct scalp distributions (and therefore distinct patterns of neural activity) is a neces-

sary, but not a sufficient, condition for concluding that distinct cognitive processes are

engaged across conditions.

Finally, the question arises as to what constitutes evidence of distinct patterns of

neural activity. It is presently unclear just how different two patterns need to be before

they should be considered functionally distinct. Given a sufficiently sensitive measure,

for example, one could in principle differentiate activity at the level of single neurons.

This does not necessarily mean that it would be meaningful to apply a functional

interpretation to differences at this level. As things stand at the moment, the trend in

the ERP literature is for any statistically significant difference in scalp distribution to be

considered of potential functional interest. The spatial resolution with which ERP scalp

fields are sampled is continuously increasing, however, and along with it the power to

detect subtle differences in scalp distribution. It will be of interest to see whether any

limit emerges on the size of an effect that carries functional significance.

Conclusion

ERPs have provided important insights into perceptual, cognitive, and motor functions

since the 1960s. In this chapter, we have highlighted the ways in which one can make

functional interpretations from ERP data, the assumptions upon which they are based,

and some of the difficulties surrounding functional interpretations. Because of their

high temporal resolution and low cost, ERPs will likely remain an essential tool in

cognitive neuroscience. An important development in future will be the integration of

ERP data with neuroimaging tools that allow the specification of where neural activity

originates inside the brain.

References

Bentin, S., & Peled, B. S. (1990). The contribution of task-related factors to ERP repetition effects at

short and long lags. Memory and Cognition, 18, 359–366.

Childers, D. G., Perry, N. W., Fischler, I. A., Boaz, T., & Arroyo, A. A. (1987). Event-related poten-

tials: A critical review of methods for single-trial detection. Critical Reviews in Biomedical Engineer-

ing, 14, 185–200.

Coles, M. G. H., & Rugg, M. D. (1995). Event-related brain potentials: An introduction. In M. D.

Rugg & M. G. H. Coles (Eds.), Electrophysiology of mind: Event-related brain potentials and cognition

(pp. 1–26). New York: Oxford University Press.

Cowey, A., & Walsh, V. (2001). Tickling the brain: studying visual sensation, perception and cog-

nition by transcranial magnetic stimulation. Progress in Brain Research, 134, 411–425.

14 Leun J. Otten and Michael D. Rugg



Donchin, E. (1981). Surprise! . . . surprise? Psychophysiology, 18, 493–513.

Donchin, E., & Coles, M. G. H. (1988). Is the P300 component a manifestation of context updat-

ing? Behavioral and Brain Sciences, 11, 355–372.

Donchin, E., Ritter, W., & McCallum, C. (1978). Cognitive psychophysiology: The endogenous

components of the ERP. In E. Callaway, P. Tueting, & S. H. Koslow (Eds.), Brain event-related

potentials in man (pp. 349–411). New York: Academic Press.

Duncan-Johnson, C. C., & Kopell, B. S. (1981). The Stroop effect: Brain potentials localize the

source of interference. Science, 214, 938–940.

Farwell, L. A., & Donchin, E. (1991). The truth will out: Interrogative polygraphy (‘‘lie detection’’)

with event-related brain potentials. Psychophysiology, 28, 531–547.

Ford, J. M., Mathalon, D. H., Marsh, L., Faustman, W. O., Harris, D., Hoff, A. L., Beal, M., & Pfef-

ferbaum, A. (1999). P300 amplitude is related to clinical state in severely and moderately ill

patients with schizophrenia. Biological Psychiatry, 46, 94–101.

Friederici, A. D. (1995). The time course of syntactic activation during language processing:

A model based on neuropsychological and neurophysiological data. Brain and Language, 50,

259–281.

Friston, K. J., & Price, C. J. (2003). Degeneracy and redundancy in cognitive anatomy. Trends in

Cognitive Sciences, 7, 151–152.

Hsu, F. C., Garside, M. J., Massey, A. E., & McAllister-Williams, R. H. (2003). Effects of a single dose

of cortisol on the neural correlates of episodic memory and error processing in healthy volunteers.

Psychopharmacology, 167, 431–442.

Kutas, M., & Dale, A. (1997). Electrical and magnetic readings of mental functions. In M. D. Rugg

(Ed.), Cognitive neuroscience (pp. 197–242). Hove, East Sussex: Psychology Press.

Lines, C. R., Rugg, M. D., & Milner, A. D. (1984). The effect of stimulus intensity on visual evoked

potential estimates of interhemispheric transmission time. Experimental Brain Research, 57, 89–98.

Mangun, G. R., & Hillyard, S. A. (1995). Mechanisms and models of selective attention. In M. D.

Rugg & M. G. H. Coles (Eds.), Electrophysiology of mind: Event-related brain potentials and cognition

(pp. 40–85). New York: Oxford University Press.

Marr, D. (1982). Vision. San Francisco: Freeman.

Mehler, J., Morton, J., & Jusczyk, P. W. (1984). On reducing language to biology. Cognitive Neuro-

psychology, 1, 83–116.
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