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On the cost of approximate

specification in simultaneous

equations estimation ( 1961 )

1 T . C . Liu ' s objections to simultaneous equations

methods

In recent years , there has been growing discussion of the techniques and

problems of simultaneous equation estimation . ! Most of this discussion

has been concerned primarily with the techniques of estimation in the

overidentified case . An important exception to this , however , is the work

of T . C . Liu .

In a 1955 article2 Liu advanced a disturbing argument which he has

vigorously maintained ever since . 3 This argument is disturbing because its

premises apparently cannot be doubted and because its conclusions , if

accepted , imply that the hope of structural estimation by any techniques

whatsoever is forlorn indeed .

It is perhaps best to emphasize immediately that this chapter only takes

issue with the very general and most disturbing form of Liu ' s position .

The fact that I argue that such a general position is largely untenable

should not be taken to mean that I think the problems to which Liu calls

attention are not important in many particular instances . Some of these

Liu has pointed out .

Liu ' s argument is as follows . Econometric models are only approxima -

tions to reality . Of necessity , they abstract from the real world by limiting

the number of variables included in each equation and in the system as a

whole . In fact , however , there are always more variables 66really " in each

I am indebted to Paul A . Samuelson for suggesting this study . This chapter was written

while I was a member of the University of Chicago Department of Economics and was

supported in part by the Ford Foundation Econometrics Workshop of that department .



4 Block -recursive systems

equation - either variables included in other equations of the model or
variables excluded altogether therefrom - than are assumed in the
practical approximations . Furthermore , the equations stated in the
model are not a complete set of equations . In fact , other outside
equations always exist , either relating variables in the model alone or
relating them to unincluded variables .

Now , Liu goes on to argue , these points have serious consequences
which are of three types . First , the usual form of a priori restriction used
for identification - the restriction that some parameters in a structural

equation are zero , that is, that some variables included elsewhere in the
system do not enter into that equation - is likely to be incorrect . Such
restrictions , at best , will only hold approximately , and approximately is
not good enough . If the variables in question really belong in the equation
being studied , then that equation is underidentified and its parameters
cannot be estimated by any reasonable technique .

Second , the existence of other variables in the equation that are not
included elsewhere in the system , together with the existence of
unincluded equations relating those variables to the included ones or
relating the included variables to each other , means that the number of
equations in the system has been understated so that the necessary order
condition for identifiability - which runs in terms of the number of a
priori restrictions and the number of equations4 - is not satisfied in fact.
Finally , few variables are truly exogenous to the complete system ; to
count only the explictly stated equations is to treat endogenous variables
as exogenous . Once again it follows that identification and , a fortiori ,
overidentification is the unusual case and underidentification the usual

one .

Therefore , says Liu , the current emphasis on techniques of estimation
in overidentified systems is entirely misplaced . Structural estimation is
generally not possible in simultaneous systems, and only reduced forms
can be obtained . Furthermore , unrestricted least squares estimation of

the reduced form is the appropriate method , for restricting the reduced
form by the a priori restrictions not only adds no more information , it is
positively harmful , as it adds misinformation . Forecasting should there -
fore always be done with the unrestricted reduced form which , as is well
known , has smallest error variance for the sample observations , as there
is no reason to expect mistakenly oversimplified and restricted models to
do as well or better .

Now , this is a powerful and disturbing argument . There can be no
doubt that econometric models do in fact abstract from reality in the way
described by Liu and thus that a priori restrictions which exclude
variables from equations are frequently misspecified. Further , there can
be no doubt that Liu is largely correct in stating that the treatment of
certain variables as exogenous is also likely to be misspecification . The



economic system even considered as a whole is embedded in a far larger

socio -physical framework . If Liu is right in his conclusions , then there
must be serious doubt as to the possibility of structural estimation .

. Nor do two counter -observations which might be advanced here seem

very helpful in a direct way . The first of these is that it has now been
shown that a priori restrictions of a far more general kind than those

considered by Liu may be used for identification .5 The usual case is

certainly the one which Liu considers , and even the use of inequalities

(which are common restrictions ) will not directly help very much .
The second observation is that variables need not be exogenous to the

system as a whole to be exogenous with respect to some subset of

equations . It is therefore not sufficient to argue that few variables are
exogenous to the complete system ; one must also hold that there are

excluded equations specifically providing some " feedback " effect

(however weak ) from endogenous to assumed exogenous variables or

connecting the latter with variables influencing the error terms . Other -

wise , the system may be what we shall define below as " block recursive ."
However , since the existence of such excluded equations cannot be

denied in general - especially equations connecting the variables in the
error terms of the original system and the exogenous variables - this

remark is also not directly helpful save as a reservation to Liu 's argument

in special cases .
While these counter -arguments are not of much help directly ,

however , they do provide aid in an indirect way , for they indicate that the

problem may not be quite so dichotomous as Liu makes it . Thus , in the
next section , we use the above -mentioned results on general restrictions

to show that the proper question is not whether certain parameters
assumed to be zero are in fact so ; the issue is rather whether they are in

some sense sufficiently small - whether the restriction that the corres -

ponding variables do not appear is or is not a good approximation . We

show that the problem is not the discontinuous one of just identification
or overidentification if the restrictions hold exactly and underidentifica -

tion if they do not , but rather one of diminishing estimation inconsistency
as the restrictions are better and better approximations .

Similarly , in later sections , we go on to consider the problems of
omitted variables and of exogenous variables and show that the issue is

not whether a variable assumed exogenous is " really " so , or whether

omitted variables " really " have zero coefficients , but rather whether

these things are sufficiently so in an approximate sense . We thus justify

the practice of breaking down a complete system into parts by assuming
certain variables exogenous that are only approximately so , and by

assuming certain variables absent that truly appear with very small
coefficients .

These results have several consequences . First , of course , structural

Approximate specification 5



6 Block -recursive systems

estimation is seen to be entirely possible in general , so that discussion and
criticism must be directed toward the goodness or badness of the
approximate assumptions in a particular case and not toward the truth or
falsity thereof .

Second (and this is a somewhat different way of looking at the matter ) ,
we may say that whereas , hitherto , estimation techniques required the
knowledge or assumption that certain things (parameters , covariances ,
and so forth ) were zero , the results here presented allow estimation with
negligible inconsistency provided only that such things are known (or
assumed) to be small . Since the latter kind of knowledge is easier to come
by than the former and the assumption involved is likely to be held with
greater confidence , this is a reassuring and . perhaps not insignificant
result .

Third , even if it is considered obvious that small errors have small

consequences ,6 it is always of interest to know exactly where errors must
be small and thus to clarify assumptions .

Finally , an objection to simultaneous equation estimation somewhat
better known than that ofLiu is the position ofH . Wold7which states that
the real world is not truly simultaneous at all , but that causation is
unilateral and that true systems are always recursive . Part of the Liu
objection , on the other hand , can be crudely put as the argument that the
real world is always more simultaneous than we think - that no economic
model ever fully states the true simultaneity - and therefore that
estimation is impossible since the world is truly underidentified . It would
seem at first glance as though no middle ground between these two
positions is possible , that once the possibility of simultaneous causation is
admitted , one cannot stop short of an explicit statement of the total set of
equations explaining the socio -physical universe . We shall see, however ,
that this is not the case; a position intermediate between Wold and Liu is
indeed possible , for systems - and highly plausible systems at that - do
exist in which simultaneity is present but not completely overriding .
Estimation of the usual simultaneous type is thus entirely possible .8

2 Misspecification in the a priori restrictions

We first consider in isolation the problem of the mlsspecificatlon of the a
priori restrictions . Throughout this section it will be assumed that the
system is correctly specified save for the a priori restrictions . We shall
remove this assumption below .

Consider the system of equations

u(t) = Ax (t) (1.1)

where u(t) is an (m + I )-dimensional column vector of disturbances, A is



Approximate specification 7

an (m + 1) x (n + 1) matrix of coefficients with first rowAt , andx (t) is an
(n + I )-dimensional column vector of variables. Without loss of general-
ity we may renumber the variables so that

[y(t) ]x (t) = - - - - (1.2)
z (t)

where y (t) is an (m + I )-dimensional column vector of endogenous
variables and z(t) is an (n - m)-dimensional column vector of exogenous
variables . Then A may be partitioned accordingly into

A = [B I G] (1.3)

where B is a square nonsingular matrix of rank m + 1. We further assume
that there are no linear identities connecting the exogenous variables .

Now , let cp' be a matrix with K columns and n + 1 rows , where
n ~ K ~ m. Each column of cp' is to contain precisely one unit element
and have all other elements zero.9 Impose (incorrectly ) the a priori
restrictions on Al

A1c!>' = 0, (1.4)

and assume that the rank of the matrix A <p' is m , so that the necessary and
sufficient conditions for unique identifiability of Al are satisfied if (1.4)
holds . Select some endogenous variable not excluded from the first
equation of (1.1) by (1.4) - of course, such must exist - and normalize by
setting the corresponding element of A I equal to unity .10 Without loss of
generality , we may assume that it is the first variable which is thus treated .
Extend the definition of <p' by adding to it a new first column which has a
one at the top and zeros elsewhere. <p' nowhasK + 1 columns, and (1.4) is
replaced by

Atc!>' = (1, 0, . . ., 0) . (1.4')

It is easy to see that the new A <!>' must have rank m + 1.
We now assume that (1.4) and hence (1.4') are misspecified so that the

variables excluded from the first equation of (1.1) are really in that
equation, so that (1.4) is only approximately true at best. Let the true a
priori restrictions corresponding to (1.4 ' ) be

A1c!>' = (1 ij ) (1.5)

where ~ is a K -dimensional row vector .
It will be convenient at this stage to rewrite the first equation of (1.1) .

Let Yl(t) be the first variable. Let yl (t) be the vector of endogenous
variables whose coefficients in the first equation are not specified by (1.5) ;
similarly , let Zl (t) be the vector of exogenous variables whose coefficients
in the first equation are not specified by (1.5) . Let BI and ol be the
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corresponding vectors of true coefficients. Finally , let w(t) be the vector
of variables (other than Yt(t  whose coefficients are specified by (1.5).
Then the first equation of (1.1) can be written

Yl(t) + BIyl (t) + Glz1(t) + ".ijw(t) = ui (t). (1.6)

Now , let alj ( 1] , ij ) be the probability limit - if it exists - of the estimate
of A lj obtained by imposing

Al <1>' = (1 1]) (1.7)

when (1.5) is true and using one of the standard estimation techniques . II
Thus, alj (O, ~) is the probability limit - if it exists - of the estimate of A1j
obtained by imposing (1.4') and using one of the standard techniques.
Similarly , alj (~, ~) is the probability limit - if it exists - of the estimate of
A Ij obtained by imposing the true restrictions .

In what follows , we restrict our attention to estimators of Theil ' s

k -class .12 This class includes two -stage least squares and limited - informa -
tion maximum likelihood as well as other estimators . Similar theorems

could obviously be proved for estimators not in the k -class, save that for
full -information maximum likelihood misspecifications elsewhere in the
system must be assumed to go to zero .

Now , choose a set of T values for u (t) and for those predetermined
variables which are not lagged endogenous variables ; further , choose a
set of initial values for those predetermined variables which are lagged
endogenous variables . The values of the endogenous variables are then
completely determined by the matrix A . We shall assume that all
asymptotic variances and covariances (between variables or between
variables and residuals) are finite .

Next , fix all rows of A other than the first and all elementsofBl and Gl .
Consider an infinite sequence of equation systems differing only in ':ij,
such that ~ converges to the zero vector as we move along the sequence .
We shall assume that there exists a neighborhood of the zero vector such
that all systems in the sequence for which ':ij lies within that neighborhood
are stable .

This assumption requires some discussion. We shall show that it is a
sufficient condition for aIj (O, ~) to approach AIj as a limit as ':ij goes to
zero, and hence that it implies that simultaneous equation estimators are
only negligibly inconsistent for all elements of ':ij sufficiently small (that is,
for (1.4') a good enough approximation to (1.5 . The assumption may
not be necessary , however ; indeed , it seems quite clear that the theorem
in question holds provided that there exists a neighborhood of zero for
which consistent estimation is possible under correct specification
(provided that identifiability is present ) . Whether there exist unstable
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systems for which the usual estimators are not consistent under correct

specification is as yet an open question save in special cases. Our
assumption should be regarded as a declaration that we are not here
concerned with answering this question , but that we are dealing with only
one problem at a time . 13

Theorem 1 . 1 :

lim lalj(O,"1j) - Aljl = 0 for all j = 1, . . ., n + 1.
Tt--+O

Proof: It is shown in Fisher [3] (p. 444, Theorem 13) that a
necessary and sufficient condition for the identifiability of A 1 under (1.5)
is that the rank ofAc />' be m + 1. We have already observed that this is the
case for 7j = 0 ; it must therefore also be the case for 7j sufficiently close to
zero , for the elements of Ac />' are either constant or continuous functions

of 7j and the value of a determinant is a continuous function of its
elements . Hence , for 7j sufficiently close to zero , A 1 is identifiable under
(1.5) .

Now , the theorem is trivially true for those elements of Al which are
also elements of 7j. We may therefore restrict our attention to the
elements of Bl and G l .

Following Theil ,14 define a new endogenous variable q(t) as

q(t) = Yl (t) + :rjw(t) (1.8)

and rewrite (1.6) as

q(t) + BIyl (t) + Glz1(t) = Ul (t) . (1.9)

We call the system of equations formed by (1.8) and (1.1) with the first
equation of the latter set replaced by (1.9) the auxiliary system to (1.1). It
is evident that (1.1) and its auxiliary system are equivalent and that the
inhomogeneous restrictions (1.5) corresponding to (1.1) have been
replaced with equivalent restrictions of the usual zero -coefficient type in
the auxiliary system . Further , observe that the variables that are included
in yl (t) and Zl(t) do not depend on the value of ".ij or on statements about
that value. That is, the auxiliary equation (1.9) differs from the original
equation (1.6) with the misspecified restriction ".ij = 0 imposed only in
that q(t) and not YI(t) appears.

Now consider an estimator of the k-class. Let al (l1, ".ij) be the column
vector of those alj (l1, ".ij) corresponding to the elements ofBI and Gl . Let
V be a matrix of observations on the residuals from the least squares

estimates of the reduced-form equations explaining the elements ofyl (t).
Let all other capital letters denote the observation matrices of the



and , under the stability and identifiability assumptions made , the
probability limit of ( TH - 1) exists for '7j sufficiently close to zero , as does
the probability limit of the second factor . Further , the probability limit of
the product is al (".ij, ".ij) , and

provided that the probability limit of k is one.
There are now two cases to consider. The first case is that in which the

probability limit is independent of 77 - that is, independent of our
misspecification. This is the case of two-stage least squares (k identically
equal to one) and of certain other members of the k-class.15 The case in
which the probability limit of k does depend on 11 is exemplified by
limited -information maximum likelihood , and we shall restrict our
attention in the second case to this example.

Suppose now that the probability limit of k is independent of 77. Form
the k-class estimator of (1.6) on the assumption that 11 = 0, that is, under
misspecification. This estimator can be written as

10 Block -recursive systems

corresponding lower -case variables . Then the typical k -class estimator of
(1.9) is given by

[ (yl)' yl - kV' V (yl)' ZI] -1 [(yl- kV)' Q](ZI ) ' yl (ZI ) ' ZI (ZI ) ' Q . (1.10)

Letting H be the matrix whose inverse is taken , this may be rewritten

(TH-l)(lIT[(yl- kV)' Q])(Zl)' Q (1.11)

1(- -) [ (BI)' ]al 11,11 = (Gf)' (1.12)

(TH-l)(l/T[ (yl- kV)' Yl])(Zl)'Yt . (1.13)

-
The crucial point here is that His unaltered by the misspecification; hence
the probability limit of (TH - 1) exists as does the probability limit of the
second factor which involves only asymptotic moment matrices. The
probability limit of the product is al (O, ;;j) , and we have

a} ("1], "1]) - a}(O,"1]) = Plim{ (TH- l)( I/T[ (Y~; I~'~ W ] ) ("ij') } ,

(1.14)
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and this clearly approaches zero as a limit as ~ goes to zero , thus proving

the theorem in this case in view of ( 1 . 12 ) .

The case of limited - information maximum likelihood is similar , save

that here k is not independent of 11 , since it is equal to 1 + P where p is the

smallest root of the determinantal equation

IM1 - ( 1 + p ) MI = 0 ( 1 . 15 )

where M 1 and M are different for the auxiliary and the misspecified

systems . For the auxiliary system , they are the moment matrices of the

estimated residuals in the least squares regressions of q ( t ) and the

elements of yl ( t ) on the elements of Zl ( t ) and on all the exogenous

variables respectively . For the misspecified system , on the other hand ,

they are the same with Yl ( t ) in place of q ( t ) . Of course , the two coincide

for ". ij = O .

The probability limits of M 1 and M and hence of p and k exist in either

case . It is clear , moreover , that the two cases differ only in the first rows

and columns of M 1 and M . As ~ approaches zero , these first rows and

columns approach each other , in view of ( 1 . 8 ) , as do the probability limits

of the corresponding ks . For ~ sufficiently close to zero , therefore , the

probability limit of k in the misspecified system will be sufficiently close to

that in the auxiliary system ( unity ) to insure the existence of the

probability limit of ( TH - 1 ) when H is computed using the k correspond -

ing to the misspecified system . The proof now proceeds as before .

Some remarks are now in order . First , it is clear that the theorem could

easily be generalized to the case where ij approaches 11 for given 11 . We

should then merely have ( ~ - 11 ) ' in place of ~ ' on the extreme right of

( 1 . 14 ) . Moreover , the same generalization shows that the theorem

remains true if we allow 11 to approach ~ for fixed ~ , that is , allow our

statement to approach the truth rather than ( as above ) allowing the truth

to approach our statement . ( We have adopted the latter course because

of the context of the problem . )

Second , we have now shown that it is not the case that the use of a

priori restrictions which only hold approximately necessarily leads to the

abandonment of simultaneous equation methods of estimation . It is true

that such use leads to inconsistency in the estimates , but , provided the

approximations involved are good enough , such inconsistencies will be

negligible .

What is involved in deciding whether particular approximations are

" good enough " is an interesting but complex and difficult question . It has

been answered by Theil16 for the case of a single equation with

misspecified a priori restrictions . The answer for simultaneous equations

is far more difficult to obtain and is a fit subject for further work ,

especially in view of the fact ( brought out in the above proof ) that



different estimators may have different sensitivities to this kind of
misspecification . We shall return to this below . Here we are concerned
only to show that some " good enough " approximation does exist , so that
simultaneous equation methods need not be discarded simply because
restrictions are only approximate . It may indeed be true that many or all a
priori restrictions actually used are not " good enough " approximations
(in the sense that they lead to inconsistencies too large to be tolerated ) ;
however , this must be decided on a case-by -case basis, and no general a
priori argument can be made to this effect .

Third , it follows from our theorem and discussion that Liu is wrong in
claiming that the unrestricted least squares estimates of the reduced form
should be used for prediction because the use of a priori restrictions adds
only misinformation . The re~uced-form matrix is a continuous
transformation of the coefficient matrix of the system ; it follows that as
inconsistencies in the estimates of the elements of the latter go to zero , so
do inconsistencies in the estimates of the reduced -form coefficients . The

use of a priori restrictions which are approximate thus leads to negligible
inconsistencies in such estimates also - for good enough approximations .
It follows that the restricted estimates of the reduced form obtained from

structural equation estimates converge more rapidly to probability limits
that differ slightly or negligibly from the true reduced -form coefficients
than the unrestricted least squares reduced -form estimates converge to
the true reduced -form parameters . Here is a case in which a slightly or
negligibly inconsistent estimator is more efficient than a consistent
estimator . In applying the restrictions in the estimation of the reduced
form , one trades consistency for efficiency . Such a trade of precise
accuracy for convenient closeness is always the price of approximate
assumptions . Provided the approximations are close enough , the efficien -
cy properties of simultaneous equation estimators will more than
compensate for their inconsistency . Here again , there is no general a
priori argument that approximations will not be " close enough ;" this can
only be decided in particular cases.

12 Block-recursive systems

3 Block - recursive systems : omitted variables

In the last section the effect of misspecification in the a priori restrictions
alone was considered . Throughout this section , unless otherwise stated ,
we assume that the a priori restrictions are correctly specified and turn to
the next type of approximate misspecification considered by Liu .

It will be convenient to alter our notation somewhat and to define some

new concepts . A triangular matrix is a square matrix with zeros
everywhere below the main diagonal . As is well known , an equation
system whose matrix is triangular is a recursive system ; its equations may
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(1.16)

., N) .(i , j = 1, . (1.17)
= r (Rj )

Such a matrix is said to be block triangular ; it is triangular in blocks rather
than in single elements. 18 The reason for imposing nonsingularity on the
Ri is one of convenience and will be apparent shortly .

[ RN-2 SN-2 ]ON- IN- 2 RN- l SN- l

~ N- 2 ONN- l RNN [RN-l SN-l]R, ONN-l RN . ., w

u = [B G] [ ~]
(1.19)

Observe that each of the submatrices

,

where the Ri are nonsingular (and hence square ) matrices and the Si are
matrices which mayor may not be zero . The Oij are zero matrices ; clearly ,

r(Oij) = r(R1,
C(Oij) = c(Rj)

be treated singly or sequentially rather than simultaneously and may be
estimated by least squares provided that the disturbances in the equations
are all mutually uncorrelated. The equations of the system form a
unilateral causal chain.17

We now generalize these concepts in the following way. For any matrix
M , let r (M ) be the number of rows of M and c(M ) be the number of

is square and nonsingular and is block triangular (the last property
holding in an empty sense for RN which has only one block ) .

Now consider the equation system

u = Ax ~ (1.18)

(We have dropped the time argument for convenience ; it is to be
understood .) As in the last section , partition A and x to correspond to
endogenous and exogenous variables , the endogenous variables coming
first . Thus rewrite ( 1.18) as
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Now assume that B is block triangular with N blocks and partition u and y
into N corresponding blocks , thus :

Ul yl
U2 y2

U3 - y3 (1.20)u = y -
. .

.

.
.

UN yN

We call an equation such as ( 1.18) , in which the part of the coefficient
matrix corresponding to the endogenous variables is block triangular ,
block recursive . Any equation system (block recursive or not ) which has a
square coefficient matrix (in our notation , where G is null ) will be called
self -contained .

Block -recursive systems have the property that - given the exogenous
variables, if any - the variables in yN are (stochastically) determined
solely by the equations corresponding to BN; the variables in yN- I are
then determined by the exogenous variables, the variables in yN, and the
equations corresponding to BN- I ; and so forth . Accordingly it is clear
that if all the equations that involve the variables have been included in

the system and the system itself has been correctly specified , the
parameters of the subset of equations with ui as left -hand member (say
the jth subset) may be estimated with regard only for the equations in that
subset and without regard for the existence of the remaining equations . 19
The variables in any yi may clearly be considered exogenous to the jth
subset of equations provided that i > j , or to any union of such subsets as
may be seen by solving { 1.19) for y in terms of z and u. It is clear that
ordinary recursive systems are special cases of block-recursive systems
with the Bi single rows and the Oij single elements .

The analysis of causation for self -contained block -recursive systems
has been given by H . Simon.2O He argues (considering more general
systems as well) that the variables in yN can plausibly be regarded as
"causing" the variables inyN- I in such a case; the variables inyNandyN- l
can be regarded as " causing" the variables in yN- 2; and so forth, a
concept of causality which Strotz and Wold have aptly termed " vector
causality } ,21 The dynamic properties of block -recursive systems are
obviously closely related to those of unilaterally coupled systems
considered by R . Goodwin ;22 indeed , block -recursive systems are the
generalization of unilaterally coupled systems to more than two markets .
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[ ~:] (1.21)U2 = [D21 B2 G2]

where B2 is square and nonsingular ; G2 and V21 are rectangular ; and the
reason for the superscripts will appear shortly . In (1.21) , y2 is a vector of
explicitly endogenous variables , and Z2 is a vector of explicitly assumed
exogenous variables . Xl , on the other hand , is a vector of variables
assumed absent from the system . In other words , V21 is incorrectly
assumed to be a zero matrix .

In what follows we shall assume that the specification of Z2 as a vector
of exogenous variables is correct , leaving the alternative case to a later
section . We further suppose that sufficient a priori restrictions of the
usual type have been imposed on the first equation of the system to
identify it when V21 is in fact zero , that is (where cp' is , as before , the
transposed matrix of the coefficients of the restrictions ) , we suppose that
the rank of the matrix [B2G2 ] cp' is r (B2) - 1. For the present we continue
to assume that all such a priori restrictions are true ones so that the
problems studied in the last section do not arise .

We now consider all equations relating the variables of Xl to the
included variables of y2 and Z2. We do this in the following way : consider
equations explaining each of the elements of Xl (y2 is explained by ( 1.21)
and Z2 is exogenous ) . If such equations involve variables not in ( 1.21)
expand the definition of Xl and hence of V21 to include all such variables .
Continue this process either until there are as many new independent
equations as there are variables in the expanded Xl , or until all variables
left unexplained in the expanded Xl are exogenous to the entire system .
(There may be very many equations in the result .) Now partition Xl into a
vector of variables endogenous to the complete system , yl , and a vector
(possibly null ) of variables exogenous to the complete system , Zl .

We shall have something to say about such dynamic properties in a later
section .

We turn now to the second issue of specification error raised by Liu ,
that of the incorrect or only approximately correct omission of relevant
variables from the whole system of equations being studied . As observed
above , Liu argues that such omitted variables are likely to be connected
with the included variables by equations other than those explicitly
included . It will be convenient both now and later to frame our discussion

(which is quite general ) in terms of block -recursive systems.
Consider the system of equations explicitly under investigation :
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Correspondingly, partition D21 into  21 and p21. The complete system of
which (1.21) is a part is thus

�

I 
I

B1 I HI I G1I I[ 211 F21

I 
I

[ ]
Ul
U2

-

(1.22)

Theorem 1.2:

limlalj(O,V21)-A1jl = Oforallj = 1,.D21-+0 . , n .

Proof : We prove the theorem by showing it to be a special case
of Theorem 1.1. Estimation of A 1 on the assumption that DII = 0 is
estimation applying as many new (though incorrect ) a priori restrictions
as there are elements in DI1 , that is , as many restrictions as there are
variables in Xl . By assumption , however , there are already available at
least r (B2) - 1 restrictions on the other elements of At ; hence the

yl
Zl
y2
Z2

where B1 is square and corresponds to yl . We shall assume B1 to be

nonsingular for the present . It is easily seen that r ( E21 ) = r ( B2 ) and

c ( E21 ) = r ( B1 ) . It is thus clear ( if you like , reshuffle columns to put all

exogenous variables together ) that the assumption that E21 = 0 is the

assumption that the system ( 1 . 22 ) is block recursive so that the subsystem

( 1 . 21 ) can be estimated in isolation . Of course , the assumption that

F21 = 0 is the additional assumption that all exogenous variables that

appear in ( 1 . 22 ) have been explicitly included in ( 1 . 21 ) .

Let n be the total number of variables and m be the total number of

equations in ( 1 . 22 ) . Let

A = [ V21 B2 G2 ] = [ E21 F21 B2 G2 ] ( 1 . 23 )

and consider the problem of estimating the first row of A , as before , AI .

Let the probability limit of the estimate of A y obtained by assuming that

V21 = 0 and applying a standard technique 3 be a1j ( O , V21 ) . As in the

previous section , choose an indefinitely large set of values for U1 and U2

and for those elements of Zl and Z2 that are not lagged endogenous

variables ; choose a set of initial values for all lagged endogenous variables

in Zl and Z2 . Now fix B1 , HI , G1 , B2 and G2 , and consider a collection of

systems differing only in V21 . Consider an infinite sequence of such

systems such that V2I approaches the zero matrix . We prove that the

inconsistency involved in assuming V21 zero - that is , in omitting Xl from

the equations - goes to zero as V2I goes to zero , as the approximation

involved gets better and better .
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I 
I

 21 I F21 I
I
I

I 
I

B1 G1 </>'
(1.25)- - - - - - - - - - - - - - - - -

 21 : 0 p21 I ( 82G2 ) <fJ'

is m - 1.

To see that this is the case for D21 sufficiently close to zero , strike out

I
I

, 
,

0 I (b2g2)<fJ'
and hence that

AIBI + A20 = AIBI = 0 (1.28)

- - - - - - - - - - - -

(;...1;...2)

necessary order condition for the identifiability of A 1 considered as a part

of ( 1 . 22 ) rather than just of ( 1 . 21 ) is certainly satisfied when vi1 = 0 since

r ( B2 ) - 1 + C ( V21 ) ~ r ( B2 ) - 1 + c ( E21 )

= r ( B2 ) + r ( B1 ) - 1 = m - 1 . ( 1 . 24 )

If p21 is not null , there are more restrictions than necessary ( as there may

also be if there were more than r ( B2 ) - 1 original restrictions ) .

We must now show that the necessary and sufficient rank condition is

also satisfied when vi1 = O . Arrange the restrictions vi1 = 0 so that the

coefficients thereof form a unit matrix with C ( V21 ) rows and columns . The

rank condition will be satisfied if the rank of the matrix

B1 ~ H1 ~ G1 ] [ ! _ i _ ~ - J0 I cp '

]

B2 j , G2

HI I

the row of the above product matrix that corresponds to AI , denoting the
result by the use of lower-case instead of upper-case .letters. Further,
select , (B1 - 1 independent columns from cP' and assume (for con-
venience only) that these are the only columns in cP'. Consider the
following submatrix of the above matrix:

[ B1 1 G1 cP' ]
____1______- = W(e21), say. (1.26)
e21 I (b2i )cP'

This is (m - 1) x (m - 1). Now consider W(O), and suppose that it were
singular. Then a nonzero row vector, say A, would exist such that
A W(O) = o. Partition A into (A lA1 corresponding to the two rows of
blocks in W(O). Singularity of W(O) then implies that

B1 G1 cP'
= 0 (1.27)



It is thus the case that , when the specification that the variables inxl do
not appear in the system ( 1.21) is a " good enough " approximation , the
inconsistency involved in applying it will be negligible in estimating any
equation of ( 1.21) which is otherwise identified . (Once again , it is far
more difficult precisely to define " good enough ." ) Moreover , a more
important result than this is readily available . .

The theorem just proved dealt with the estimation of one equation on
the assumption that all specification errors approached zero - that not
only were the omitted variables nearly absent from the equation in
question , but they were nearly absent from the system ( 1.21) - that is ,
that all rows of D21 approached zero , not just the first . It is easy to show ,
however , that the negligibility of inconsistencies in the estimation of A I
almost never depends on the closeness to zero of the last r ( 82) - 1 rows of
D21. To see this , observe that the only use made of such closeness in the
proof of the theorem was to show that W (~ l ) was nonsingular , and hence
that the rank condition was satisfied for the last rows of D21 close enough
to zero . The necessary order condition is always satisfied regardless of the
value of D21, in view of ( 1.24) . Furthermore , the closeness to zero of the
last rows of D21 is a sufficient , but by no means a necessary condition for
the rank ' condition to hold ; W(e21) can be nonsingular for other
configurations . Indeed , since a determinant is a linear function of any
element and of the elements in any row , and since W(O) is known to be
nonsingular , W ( e21) must be nonsingular for all points in the space of the

18 Block -recursive systems

which is impossible unless Al = 0 , since B1 was assumed nonsingular . It

,\1 G1 </>' + ,\2(b2i ) </>' = ,\2 (b2g2) </>' = o. (1.29)

This is impossible , however , unless A 2 = 0, for (b2 i ) <1>' is also nonsingu -
lar by assumption . Hence A = 0 and W(O) must be nonsingular . It now
follows immediately that W( ~ 1) must also be nonsingular for D21 (and
hence e21) sufficiently close to zero , for the determinant of a matrix is a
continuous function of its elements . Therefore the product matrix in
( 1.25) has rank m - 1 for D21 sufficiently close to zero , and the rank
condition is satisfied .

This being the case, estimation of A 1 on the assumption that DI1 = 0 is
estimation which involves incorrect a priori restrictions ; however , for the
remaining rows of D21 sufficiently close to zero , identification of A 1 is
present when the restrictions are actually correct . This is just the situation
considered in Theorem 1.1, however ;24 hence as all rows of D21 (including
the first ) approach zero , alj (O, D21) andA1j approach each other for allj ,
by Theorem 1.1.

thus follows that
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. almost always, regardless of the last r (B2) - 1 rows of D21.25

This is an important theorem , for it shows that the mistaken omission
of nonnegligible variables from a given structural equation generally
affects only the estimates of the parameters of that equation and not the
estimates of parameters of other equations in the system . Specification
errors of this type are thus of limited effect , and the estimates of the
parameters of a given equation can be judged with regard only for the
question of the goodness of approximation in the specification of that
equation .

Some further remarks are now in order . IfF21 and Hi are not null , that
is , if some of the omitted variables are exogenous to (1.22) , then it can
easily happen that even when e21 is such as to make W ( e2i) singular , the
rank condition holds , so that the preceding theorem is slightly stronger .
Second , the assumption that B1 is nonsingular seems an innocuous one . It
can be discarded , however , and replaced with the statement that W (O)
(and hence W(e21) for small ~ i ) will be nonsingular almost everywhere in
the space of the elements of B1. As before , the rank condition can hold
even with singularity of W(e21) if there are omitted exogenous variables
so that HI is not null .

Finally , we observe that the proofs of Theorems 1.2 and 1.3 do not
depend on the truth or falsity of the original a priori restrictions . If those
restrictions only hold approximately , it suffices to observe that the rank of
(b2 i ) </>' will be r (B2) - 1 almost everywhere in the space of the elements
of (b2 i ) and must be r ( B2) - 1 if the original a priori restrictions are close
enough approximations (this follows as in the proof of Theorem 1.1) .
Hence we may treat all a priori restrictions - the original ones and the
restrictions that DT1 = 0 - together . Let (BT Gf ) </>' = ':ij as in the
preceding section . Denote by d1j(0 , ':ij; 0 , D21) the probability limit of the
estimate of A Ij obtained on the assumption that D21 = 0 and
(BT GI ) </>' = O. Consider the same sequence of systems as described
before Theorem 1.2, save that Bi and Gi are only fixed in those elements
not determined by the a priori restrictions . We have the following ..

elements of e21 , save for a set of measure zero . Hence the rank condition

is satisfied almost everywhere in the space of the elements of the last

, ( B2 ) - 1 rows of D21 , and we have the following theorem .

Theorem 1 . 3 ( Limited Effects of Other Errors Theorem ) :

lim I alj ( O , D21 ) - A1j I = 0 for all j = 1 , . . . , n
di ' - + oI



Continu
coefficient
It 4>' = O.

20

1 , . . . , n ;

U2;= [V21J2] [~:] . (1.30)
le to assume that the rank of J24>' is r (J2) - 1, where 4>' is the

matrix of true linear homogeneous a priori restrictions ,
We wish to ascertain the conditions under which Jf , the first

Block -recursive systems

Corollary to Theorems 1.1 and 1.2:

lim I alj (O, ':ij; 0, V21) - A1j I. = 0 for allj =
"ii- a .

D21_ 0

Corollary to Theorems 1.1 and 1.3:

lim I tllj (O,~; 0, D21) - A1j I = 0
ij - + O

Dil - + 0

for all j = 1, . . . , n almost always , regardless of the last r ( B2) - 1 rows of
D21.

Thus as approximations of both kinds so far considered get better and
better , the inconsistency of estimates goes to zero . It follows that for good
enough approximations - both in the a priori restrictions and in the
omission of variables - such inconsistencies will be negligible . The effects
of the assumption of block recursiveness and of approximate a priori
restrictions are thus independent in this regard .

All this has been on the assumption that all variables assumed
exogenous really are . We shall investigate the consequences of
misspecification in this area after further discussion in the next section of
the effects of omitted variables .

4 First generalization of Proximity Theorem

In the last section , we established conditions under which the incon -
sistency of the structural parameter estimates is negligible , even though
variables are mistakenly or approximately excluded from the equation
system studied . Those conditions were essentially that the coefficients of
the excluded variables in the true system be very close to zero . In this
section , we ask a somewhat different question . Suppose that the true
coefficients of the omitted variables are not very close to zero . Under
what conditions can the coefficients of the included variables be

estimated with negligible inconsistency ? In other words , let P = [B2 G2]
and rewrite ( 1.21) as
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22 Block -recursive systems

Proof: Solve (1.31) and (1.32) for U2 + JL, obtaining

U2 + JL = (p - p}X2. (1.34)

This system of equations is in the same form as ( 1.31) , and (U2 + It ) meets
the assumptions made about (1.31) - its elements are distributed
independently of Z2. Hence some linear combination of the rows of (1.31)
will be estimated . It remains to be shown that as P goes to zero , that
estimate approaches JI - Pl , Consider the vector (Jf - Pt ) <f>' . As P
approaches zero , this must approach JI <f>' = 0 by assumption . There -
fore , as P approaches zero , Jf - PI comes closer and closer to satisfying
the a priori restrictions . Furthermore , as P approaches zero , the matrix
(P - P) <f>' approaches P <f>' . The determinant of a matrix , however , is a
continuous function of its elements ; hence , for P close enough to zero ,
the rank of (P - P ) <f>' and ofP <f>' will be the same, namely r (P ) - 1. It
now follows that jl (O, P) is an estimate satisfying all the conditions of
Theorem 1.1, for P sufficiently close to zero , and statement (a) of the
theorem has been proved . '

Statement (b) now follows as in the last section by observing that the
rows of P other than the first only enter in the above proof in
consideration of the rank of (P - P) <f>' .

Before going on to discuss the reason for naming the theorem as we
have , some remarks are in order regarding its consequences . Let us
return to the notation of the last section (of ( 1.22) in particular ) . Here ,
however , we make one change . Previously we agreed to expand Xl until
all its elements were either explained or exogenous ; now we must expand
it until all its elements are either explained or distributed independently
of Z2. This is not the same thing , for functions of exogenous variables are
themselves exogenous . We suppress all such independent variables (and
also HI and  21) by writing them as functions of Xl with zero coefficients ,
and thus including them in yl . From (1.22)

(1.35)

Hence

(1.36)

and this i~ precisely (1.32) with

P =  21(Bl ) - lG1 ,
(1.37)   .u = -  21 (Bl)- 1 Ul

It follows that the conditions of the second part of the theorem will be

yl = - (BI)- I 01 X2 + (BI)- IUl.

v = u2- D21Xl = U2_  21yl
=  21(Bl)- 1 G1 X2 + U2 -  21(Bl)- 1 Ul



satisfied if the first row of E21(81) - 1 G1 goes to zero ; hence incon -
sistencies will be negligible in the estimation of Ii if all elements in that
first row are sufficiently close to zero . Let us ask what this means .

In the first place , observe that the row in question will be near zero if
the first row of E21 is near zero . This is scarcely surprising . If that is the
case, then clearly inconsistencies in the estimation of E11 on the
assumption that the latter is zero will be negligible . Combined with the
results of Theorem 1.4, this gives us Theorems 1.2 and 1.3 as special cases
of (a) and (b) , respectively . 29

Secondly , the row in question will be near zero if Gland thus
(81) - 1 G1 is near zero . It is the second matrix which is of most interest .
This is a quasi -reduced -form matrix showing the full effects of the
included variables on the omitted ones . Clearly , if all such effects are near
zero , inconsistencies will be negligible .3D

Finally , we can make a general statement covering all cases. Incon -
sistencies will be negligible if to each nonnegligible element of E11, say
Ell , there corresponds a negligible row of (81) - IG1 , the kth row . In
other words , inconsistencies will be negligible provided that the only
omitted variables that enter into the first equation with nonnegligible
coefficients are those variables on which the influence of the included

variables is slight .
We have called Theorem 1.4 a generalization of the Proximity

Theorem . The latter theorem is due to Wold31 and applies to a single

equation . It states that the least squares regression coefficients of a single
equation will be nearly unbiased either if the residuals from that equation
are small or if they are nearly uncorrelated with the explanatory
variables . The two effects reinforce each other . In the case of omitted

variables , where only one equation is involved (that is , r (P ) = 1) , it is
easy to see that this is essentially the same as our theorem with
unbiasedness substituted for consistency .32 Clearly , in this case, the
single row of P will be negligible if and only if the zero -order least squares
regression coefficients of D21 Xl on the included variables X2 are all zero .
These regression coefficients , however , are the products of correlation
coefficients and the ratio of the variance of D21 Xl to the variance of the

variable in question . P will therefore be close to zero if either all the
correlations are near zero or the variance of D21 Xl is near zero ; and the
two effects reinforce each other (they multiply ) . Hence our theorem
essentially reduces to the Proximity Theorem in the single equation case.
This is not the only generalization of the Proximity Theorem to the
simultaneous equations case, however . Another such will be given in the
next section .33

We may emphasize that the regression coefficients and not simply the
correlations of the residual with the explanatory variables are important
here .34 Even if all such correlations were perfect , if the effects on the
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residual of moving the explanatory variables were very small , relative to

the direct effects of such movement on the dependent variable , the

inconsistency involved would be very slight . A similar statement holds for

the simultaneous equation case . 35

Finally , we observe that Theorem 1 . 4 and Theorem 1 . 1 can hold at the

same time , that is , all inconsistencies in the estimation ofJ2 will go to zero

as PI goes to zero and as the a priori restrictions become better

approximations . Thus such inconsistencies will be negligible if PI is close

to zero and all a priori restrictions are good enough approximations .

5 Second generalization of Proximity Theorem

Thus far we have assumed that all variables assumed to be exogenous

actually are so . The time has now come to remove that restriction . Until

further notice , we shall assume that all a priori restrictions are correctly

specified and that no variables have been omitted from the system . More

general cases will be considered below .

Consider the system of equations

~ = A " ' t x = ) LJ" ~ l : ~ ) ) : )~ )

where , as usual , BI is assumed nonsingular . Here Xl is assumed

endogenous , and ~ is ( incorrectly ) assumed exogenous . We further

assume that , were those assumptions correct , A 1 would be identified , that

is , that there exist a priori restrictions , Al cp ' = 0 and that the rank of

AI cp ' is r ( Al ) - 1 .

Now , suppose that in reality ( 1 . 38 ) is part of a larger system :

[ Ul ] [ BIOI ] [ Xl ]
u2 =  21 B2 x2 . ( 1 . 39 )

For simplicity , we assume that B2 is square and nonsingular , that is , that

no additional variables are needed to explain ~ . In short , we assume that

( 1 . 39 ) is self - contained . More complex and realistic cases will be

considered below .

We have already investigated the effect of assuming that  21 = 0 on

the estimates of the second block of equations in ( 1 . 39 ) . We now consider

the effect of the same assumption on the estimates of the first block . Note

once more that this assumption is that of block recursiveness . Should we

prove that the effects of the assumption are here negligible for  21

sufficiently close to zero , we shall be in a position to speak strongly about

the effects of separating total systems for partial analysis .
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:nt matrix of (1.39) be A and rewrite (1.39) as

25

Let the coefficie

u = Ax . ( 1.40 )

Then (assuming A to be nonsingular , which it must be for  21 sufficiently
close to zero ) ,

x = A - 1u . (1.41)

However ,

A - I =

(BI -.:. GI(B2)-1  21)-1 I - (BI - GI(B1-1  21)-1 GI(B1-'][

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- (B2 -  21 (B1)-1 G1)- 1  21 (Bl)- 11 (82 -  21 (81)- 1 G1)- 1

(1.42)

which reduces when  21 = 0 to

[
(B1)- 1

-

A- I (1.43)-

0----- -1- ~~~~~~~;<!:~~ ']
so that , in the latter case, X2 depends only on U2 and not on Ul. It follows
that only when  21 = 0 is the assumption that X2 consists of variables
exogenous to (1.38) correct.

Now , as before, choose an indefinitely large set of values for the
elements of u. Fix B1, Gl , and B2. Consider a sequence of systems
differing only in  21 and allow the latter matrix to go to zero. Note that (in
view of (1.42  the values of Xl and X2, and hence all estimates, are
continuous functions of the elements of  21. Clearly, we can prove a
theorem analogous to Theorem 1.1 if we can show that all estimates are
continuous functions of the assumed value of  21 also.

This , however, is not hard to do. It will prove instructive to transfor~
the problem slightly . Denote the true asymptotic variance- covariance
matrix36 of the elements of Ul by Mulul and the asymptotic covariance
matrix of the elements ofx2 and Ul by Mx2uI, the rows corresponding to
the elements of X2 and the columns to the elements of Ul. Let Q be the
matrix in the left -hand lower corner of A - I in (1.42) . Then, from (1.41)
and the remarks in note 19 above,

- -
MX2Ul = QMU'UI. (1.44)

Furthermore , observe that , given MX2UI and MU'UI, Q is determined by



(1.44) (we assume MUIU' to be nonsingular ; we are choosing Ul) . Given
B1, G1, and B2, it is easy to show that  21 is determined by Q . It follows
that , with everything else fixed ,  21 - and hence the ~alues of the
elements of x - is determined as a continuous function of M X2ul; further ,
that function is such that  21 is zero if and only if Mx2ut is zero .

The assumption that the elements of X2 are exogenous with respect to
(1.38) is precisely the assumption that Mx2u' = O. It is clear , however ,
that this is but a limiting assumption - one out of an infinite number that
might be made . Given any value assumed for MX2UI, and a method of
estimation consistent for MX2UI = 0, and making an appropriate stability
assumption , estimates of Af will exist . Ind ~ed , the latter estimates
generally depend only on the first column of MX2ul. If the true value of
MX2uI and the assumed value coincide , such estimates will be consistent .
This is most clearly seen in the case of the method of instrumental
variables , where the covariances in question appear explicitly . Since
limited -information maximum likelihood and two -stage least squares
estimators are equivalent to the method of instrumental variables for
appropriate choices of instruments ,37 the same properties obviously hold
for them . Such properties also hold for the full -information maximum
likelihood method .

Let the assumed value of Mx2uI be MX2UI. Let the vector of the

probability limits of the estimates of the elements of A f obtained by
making that assumption and applying one of the standard methods38 be
af (Mx2u" Mx2ul) . It is clear that each element of the latter vector is a
continuous function of both (matrix ) arguments . The following theorem
now follows exactly as in the proof of Theorem 1.1.

Theorem 1 . 5 ( Second

lim

Mx2ul - + O

Generalized Proximity
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Theorem):
1 - - 1

01(0, MX2UI) - AI .

Corollary to Theorem 1.5:

lim al (O, E21) = lim
 21 - + 0  21 - + 0

I - - Ial(O, MX2UI) - AI -

It thus follows that inconsistencies in the estimation of Al will be
negligible for  21 close enough to zero - for the variables in X2 " nearly "
exogenous to (1.38) .

We have called Theorem 1.5 another generalization of the Proximity

Further , since Mx2uI and  21 are in a one -to -one relation and so are the
assumed values thereof , we have a corollary (where the notation is
obvious ) .
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Theorem discussed in the last section . That it is so may be seen as follows .

In the case of a single equation, MX2UI consists of a single row , the vector
of covariances between the single residual and the assumed exogenous
variables . Any such covariance , however , may be written as the product
of the corresponding correlation coefficient , the standard error of the
residual, and the standard error of the variable in question. Hence MX2UI
will go to zero in this case as both the correlations between the

independent variables and the residual and the variance of the residual go
to zero , the two effects reinforcing each other .39

We may now remove the assumption that ( 1.39) is self -contained . To
begin with , it is clear that no problem whatsoever is created by the
appearance of variables exogenous to (1.38) in the equations explaining
X2; we shall not include them explicitly to avoid unduly complicating our
notation .

A problem does arise , however , when variables appear in the
equations explaining X2 which are not truly exogenous to (1.38) . Call the
vector of all such variables xo; it is to be thought of as expanded to include

variables explaining X2, variables explaining such variables , and so forth ,
until either a self -contained system is reached or all remaining unex -

plained variables are truly exogenous to (1.38) . (As just stated, we may
assume the first of these alternatives for simplicity .) Suppose that , instead

of (1.39) , (1.38) is a subsystem of

[ Uo ] [ BO   1  02] [ XO ]Ul = 010 BIOI Xl (1.45)

U2  20  21 B2 X2

where Bo is assumed nonsingular . Note the appearance of 01 ; we are still
assuming that there are no omitted variables in (1.38) and that Ai is
identified under true a priori restrictions .

By an analysis similar to that just given it is not hard to show that all
inconsistencies in estimating A i on the assumption that the elements of X2
are exogenous will go to zero as both the matrices  21 and  20 (BO) - 1   1
go to zero. The interpretation of this condition is as follows .  21, as
before , represents the direct effects of Xl on X2. Negligible inconsistency
clearly requires that these effects be close to zero. The matrix
 2 (BO)- 1 01, however, represents the indirect effects of Xl onx2 byway
of the effects of Xl on XO and XU on X2. For negligible inconsistency , these
effects must be close to zero also . 4  The latter condition may be

interpreted further . ..
Assume that  21 = O. If  20 = 0, (1.45) is block recursive as it stands ,

and we have (1.39) , the case already considered. In this case, we already
know that  21 = 0 is a sufficient condition for consistency of all

estimates. Now suppose that  20 =*= .9 but that   1 = O. In this case, the
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�

system is block recursive also , but XU and X2 must be written in the same
block . This is the case mentioned above , where the additional variables

explaining X2 are exogenous to (1.38). Finally , E20 (8  ) - I Eol can be near
zero , even if E20 and E01 both contain nonnegligible elements . The full
condition for this is that the jth column of E20 can be nonnegligible only if
the jth row of E01 is negligible . In other words , any variable in XO which
has nonnegligible influence on the variables in X2 must be influenced only
negligibly by all variables in XI .41

We observe that , as usual , nothing in the above analysis would be
affected if the a priori restrictions held only approximately . We conclude
that inconsistencies will be near zero if all a priori restrictions are
sufficiently close approximations and the above conditions hold .

We may now remove the last restriction and consider the general case
where there are variables omitted from (1.38) . Without loss of generality ,
we may expand XO to include such variables and all variables explaining
them and so forth until either a self -contained system is reached or all

u~explained variables are exogenous to (1.38). For simplicity , we
continue to assume the first of these alternatives .42 XO now contains all

variables needed to explain Xl and X2 and all variables needed to explain
such variables, and so forth . Replacing 010 in (1.45) by E1o, we have the
perfectly general system43

[ UO ] [ BO E01 E02] [ XO ]Ul = E~o 81 G1 Xl . (1.46)
U2 E2o E21 B2 X2

We continue to assume the Bi nonsingular ; this is the general case.
It is easy to show that the conditions given for the near exogeneity of X2

to the second block of equations in (1.46) and hence for negligible
inconsistencies are unchanged . They are the same as those just discussed
in the case (1.45) (of course, the magnitudes of the inconsistencies
involved may be different ; the point is that the limit - zero - is the same in
both cases) . Further , as observed above , all inconsistencies will go to zero
as both those conditions are satisfied and as all a priori restrictions are
better approximations . It was shown in Section 3 above , however , that
estimation of the first equation of the second block of (1.46) on the
assumption that EIO = 0, that is, on the erroneous omission of xo, is in
general equivalent to estimation with erroneous a priori restrictions , and
hence that as ElO goes to zero so do the effects of this misspecification. It
follows that all our theorems hold concurrently (a similar statement holds
for Theorem 1.4) . Thus , inconsistencies in the estimation of the first row
of the second block of equations in ( 1.46) will be negligible if all the
following conditions hold .

1. All a priori restrictions are close approximations .
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2 EIU is close to zero ; that is , omitted variables have small coefficients

( this is sufficient save on a space of measure zero ) .44
E21 is near zero ; that is , the endogenous variables have negligible

direct effects on the assumed exogenous variables .

E2O( BO) - 1 EOI is close to zero ; that is , the endogenous variables have

negligible indirect effects on the assumed exogenous variables .

If , in addition , the other rows of EIO are near zero , so that all
coefficients of omitted variables in the block of equations investigated are

small , then conditions 2- 4 imply that the system is nearly block recursive
either as it stands or as rewritten with the first and third blocks of

equations grouped together . In either case , analysis of the second block

of equations is possible without explicit reference to the total system of

which it is a part . It is the existence of situations such as this which permits

estimation of partial economic models , indeed , which permits estimation

of general economic models which are in turn embedded in models of the

socio -physical universe . Liu 's objections to simultaneous equation
estimation are thus not generally damning . They cannot be taken as

general objections , but as highly important criticisms which must be
considered case by case in the light of how good the approximations

involved are , not in the light of whether such approximations are exactly
true or not .

Having said this much , however , we must go on to inquire whether the
four conditions named above are easily fulfilled in practice . It seems clear

that the first three are likely to be ; any reasonably attentive investigator

will pay fairly close attention to them . The fourth condition , on the other
hand , is not so easily disposed of . It is very easy to overlook the possibility

that the endogenous variables may have sizeable effects on the assumed

exogenous variables by way of effects on a third set , which set may be

exceedingly large . Therefore this is the point to which close attention

must be paid in practice .

Finally , we may draw a further conclusion . Liu 's objections , though
not valid as stated , point to a redirection of some current work . The

theorems in this paper speak only of consistency . They have no direct

bearing on the variance of estimators nor on the small -sample properties
thereof . We have seen that different estimators can have different

probability limits under misspecifications of the types discussed here . It is
likely that their asymptotic variances are different and almost certain that

their small sample properties are different . Even if the approximations

involved in such misspecifications are very good (as they must be for

negligible inconsistencies ) one estimator may do better than another .
That is , one estimator may be less sensitive than another to errors of this

kind . The choice among estimators may therefore depend on their

behavior under . approximative misspecification , even though negligible



A good deal of this paper has been concerned with estimation problems in
equation systems that are close to being block recursive . We have seen
that such closeness is a sufficient condition to permit estimation of the
usual kind to take place despite Liu 's objections . Since such closeness is
also a necessary condition , in general , it seems clear that a large part of
the profession implicitly believes the world to be constructed in this way .
Indeed , it is interesting that , considered from this point of view , Liu 's
objections to simultaneous equation estimation lie at the other extreme
from the better -known objections of Wold . Wold has insisted that the

real world is recursive in the ordinary sense. Liu 's objections , if they are
to hold , must imply that the real world is not generally recursive in any
sense. As just observed , the middle ground that the real world is nearly
block recursive is implicitly held by those practicing simultaneous
equation methods .

If the real world is nearly block recursive , however , it becomes
interesting to consider the dynamics of block -recursive systems. A first
step in this direction is the consideration of the dynamics of a first -degree
difference or differential equation whose matrix is block triangular .
Explicitly , consider the equation system

30 Block -recursive systems

inconsistencies are assured for all . To put it slightly differently , the
goodness of a " good enough " approximation may depend , particularly in
small samples , on the estimator used . Since the situations envisaged by
Liu arise commonly (as he convincingly argues) it follows that , even
though his specific conclusions are wrong , it is imperative that work be
done along the lines indicated . In particular , a good deal of future work in
Monte Carlo experiments should be directed towards discovering the
small -sample properties of various estimators under the types of approx -
imative misspecification pointed out by Liu and discussed here .

Conjectures on dynamics6 I
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(1.47)

where the Bi are nonsingular. Clearly , the subsystems obtained by
dropping the first k rows and columns of the matrices and the correspond-
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ing Xi have the property that their dynamic properties may be investigated
without regard for the remainder of the system.

Now consider matrices that are nearly block triangular , that is,
matrices such as

A (1]) = A + 1]D (1.48)

where TJ is a positive scalar and D is any matrix with finite elements. We
are interested in the dynamic properties of systems with such matrices for
small TJ.

Now , a special case of (1.47) arises when all the Gi are zero. In this
case, A is completely decomposable, and A (TJ) is nearly completely
decomposable for small TJ. For nearly completely decomposable mat-
rices, Simon and Ando [13] have proved an important theorem. Crudely
interpreted , this theorem states that equilibrium in a system with a nearly
completely decomposable matrix (for small TJ) is approached in three
stages. During the first stage the variables within eachxi(t) adjust to reach
eQuilibrium Dositions that are related to each other according to the& -
limiting completely decomposable system - to the Ri. Following this, in
the second stage, maintaining such equilibrium at all times, the variables
adjust en bloc - the variables with each Xi (t) moving together - until at the
final stage, as in any linear system, the variables approach the rate of
growth corresponding to the largest latent root . These properties permit
aggregation of the variables within each Xi(t) during and after the second
stage.

It is clear that nearly completely decomposable matrices are a special
case of nearly block-triangular matrices. Indeed, the latter are far more
apt to arise in practice. It follows that all our theorems about estimation
inconsistency apply to nearly completely decomposable matrices. Furth-
er, it seems clear that the problem of estimation inconsistency and the
problem of equilibrium adjustment are related here. Both the Simon-
Ando theorem and the theorems proved in this paper concern the
strength of feedback effects. It seems likely that this relationship is not
accidental. We therefore offer the following conjectures for further
investigation.

1. The Simon- Ando theorem holds, mutatis mutandis, for nearly
block-triangular and not just for nearly completely decomposable
systems.45

2. If the first conjecture is true , there exists a direct proof thereof which
depends on the theorems on estimation here proved.

3. If the first two conjectures are true , a general theorem exists
concerning the relationship between negligible inconsistency for
negligible misspecification on the one hand and the equilibrium
properties of closely related systems on the other .
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Notes

1.
2.
3.

7.
8.

9.

12.
13.

Since block -triangular systems may be fairly generally encountered ,
the first conjecture alone is an important one . If linkages are far stronger
one way than another between related markets , for example , this
conjecture , if true , would provide valuable information about the
dynamic properties of the whole system of markets considered and would
allow easier handling of the solution of the system .

See, for example, Sargan [11] and Theil [17] , Chapter 6.
Liu [8] , pp. 436- 7, 464- 6.
For example , in his contribution to the Roundtable Discussion of Simul -
taneous Estimation Techniques at the Chicago Meeting of the Econometric
Society, December 1958 published as [10] . Liu has also given his detailed
argument in [9] . A partial but still inadequate reply along the lines of the
present chapter is given in Valavanis [19] , pp. 130- 2.
See Koopmans, Rubin and Leipnik [6] , pp. 79, 81- 2. Actually , Liu generally
states the order condition in terms of the number of endogenous variables
included in and the number of exogenous variables excluded from a given
equation, which is an equivalent statement.
See Fisher [3].
That the obvious is not always true in this area has been shown by R. H .
Strotz who has recently provided us with an example of a case where the
limit of the maximum likelihood estimator as specification error goes to zero
is not the maximum likelihood estimator of the limit . See [15] , but cf. p. xiii ,
above .

[20] , Chapter 2, for example.
Although , of course, this does not remove the possibility that either Liu or
Wold is correct ; the real world may be constructed as one of them describes

it . The point is that it need not be so constructed and that it is very plausible
that it should not .

In fact , <1>' can be any constant matrix so that all remarks and theorems apply
mutatis mutandis to any consistent set of misspecified linear homogeneous
restrictions . The case given in the text is the usual one of excluding variables
from equations and is thus of greatest interest . Linear but inhomogeneous
restrictions could obviously be handled with but a slight change in notation .
Nonlinear restrictions present certain formal complexities which would
unduly obscure the discussion, but the basic theorem is always the same. For
a general treatment of the last two types of restrictions see Fisher [3] .
By Fisher [3] , pp. 436- 7, Lemmas 4 and 5, this is always possible no matter
what <1>' is , so long as the rank condition holds .

It is shown in what follows that two different estimation techniques (in
particular , two -stage least squares and limited information ) for both of
which alj (O, O) = A1j (in general, alj (:rj, :rj) = A1j) may have different
alj ( 1] , ii ) for 1] *= :rj. We shall discuss this below; however, it would unduly
complicate the notation to take explicit account of it here .
[17] , pp. 227- 9, 334- 6.
I am indebted to H . Ozawa for calling this problem to my attention by

10.

11.

4 .

5 .

6 .
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14.
15.

19.

25.

26.

16.
17.

18.

pointing out the incompleteness of an earlier proof that ignored it and to
J. D. Sargan for helpful piscussion of the present proof. The stability
assumption is implicitly made in all later theorems.

In general, the proof given will be valid for the nonstable consistent
estimator case if T can be replaced by some f (T) such that the required
probability limits exist and are nonzero. We should ordinarily expect this,
provided that the estimator involved is consistent under correct specification
for 1j in some neighborhood of the zero vector.
[17], pp. 341- 2.
For example, where k depends only on the number of variables in yl (t) and
Zl (t) and on the total number of exogenous variables in the system. See [17],
p. 229.
[17], pp. 331- 3.
See H. Wold in association with L. Jureen [20], pp. 14, 49-53, and
elsewhere.
The term is evidently a natural one. Since first using it , it has been pointed
out to me by Jerome Rothenberg that " block triangularity" has already
been suggested by Walter Jacobs and used by George Dantzig to describe
rather similar matrices occurring in linear prog! amming (see Dantzig [2], p.
176). Save for the requirement that the R' be nonsingular, my block
triangularity property is the same as the well-known property of decom-
posability (see Solow [14]), a fact that ~ill be of interest below.
This assumes that the elements of any u' are independent of the elements of
any ui for j * i . Actually, since we shall be explicitly investigating the effects
of all omitted variables, we could well assume that all elements of u are
independent of each other. This is an innocuous assumption since any
dependence here can always be expressed in terms of some variable wrongly
omitted from two or more equations (and thus present in the error term). Of
course, this assumption is only meant to apply to cases where explicit
account is taken of all omitted variables. Aside from being innocuous,
however, this strong assumption is unnecessary; all that is needed for the
results is the assumption in the first sentence of this note for block-recursive
systems and for systems supposed to be biock recursive. A similar problem
arises with ordinary recursive systems, and a similar assumption is always
made in practice - although without the explicit sufficient justification given
here, since omitted variables are not excluded from the error term. See
Wold and Jureen [20], pp. 52- 3. Of course, the theorems given below
provide justification for this practice when the specification of no omitted
variables is approximately correct.
[12]. The question of whether any system is really part of a self-contained
system is one which need not concern us here.
[16] , pp. 421- 2.
[4]. See also Solow [14].
A similar remark to that made in note 11 above applies here.
It is necessary to add that in the present case Vin (1.10) refers to residuals
from regressions on the elements of Z2 only, rather than on all exogenous
variab~es. A similar remark applies to the interpretation of M 1 and M in
(1.15); This amounts to using the elements of z2 as instrumental variables,
and the remainder of the Droof follows as before-
This is a special case of the general remark made in Koopmans, Rubin and
Leipnik f61, p. 83.
The queStion may be raised of why estimation of Ji is desirable in these

20.

21.
22.
23.
24.



circumstances . Since we shall show below that the estimates obtained are

estimates of the gross effect of the variables in xl (both their direct effect and
their effect through the variables in Xl ) , are not such estimates to be desired
for all purposes ? The answer here is the same as in the case of reduced form

versus structural estimation (indeed , the question is a special case of that
question) : measurement of such gross effects may indeed be helpful for
prediction , but in the event of a partial structural break that disturbs the
relation between the included and the (mistakenly) omitted variables, the
use of gross estimates leads to serious error , whereas true structural

knowledge can still be used . An example would be the imposition of a tax on
one of the variables .

Should this exceptional case occur , in particular should it be the first element
of v that is distributed independently of Z2, it may happen that the first
equation of (1.31) is underidentified unless there are more than enough a
priori restrictions to begin with . This is so because the first row of (1.32) will
be indistinguishable in form from the first row of (1.31) . (This does not
otherwise arise because of the dependence of the elements of v and of Z2.)
The exceptional case is of no importance ; one could never know that it was
present in any practical problem . The possibility of its existence does not
substantially affect our discussion , save as a curiosity , since we are
concerned with the more interesting case where rows of P are near zero . The
possible existence of the exceptional case, however , does mean that we are
stating sufficient but not always necessary conditions for negligible incon -
sistency .
A similar remark to that given in note 11 above applies here .
Special cases that were worth proving separately , nonetheless , because of
the way in which the omission of variables enters as providing just sufficient
a priori restrictions .
Note that this is equivalent to the statement that the system can be put in
block-recursive form (possibly with three blocks) by an appropriate
renumbering of equations and variables .
[20] , p. 189, Theorem 12.1.3. Also see [20] , pp. 37--8; more precise results
have been obtained by Wold and Faxer [21] .
We can only deal with consistency in general because simultaneous equation
estimators are not generally unbiased under correct specification .
It is interesting to observe that taken together the results of the two sections
imply that the conditions of the Proximity Theorem imply that the system
being studied is nearly recursive or block recursive, with the equation being
estimated forming one block . It follows that a defense of least squares based
on the Proximity Theorem differs in degree but not fundamentally in kind
from the defense that the real world is recursive . (An exception to this
occurs when there are no omitted variables and the variance of the true

structural residual is near zero.)
Although useful results may be obtained in the single -equation case using
the correlation coefficients alone; see Harberger [5] .
A clear statement of the theorem in the single-equation case in terms of
omitted variables and regression coefficients has been given by Lintner [7] ,
Chapter II . As usual in this area of analysis Theil has proved a general
theorem (for a single equation) of which this is a special case ([18] , p. 43) .
By the strong assumption in note 19 above , this is a diagonal matrix .
Equation (1.44) below follows from the weak assumption in note 19; it
allows us to forget U2 in computing covariances , which is all that is necessary .
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See Sargan [11] , p. 393, and Theil [17] , p. 336.
A remark similar to that made in note 11 above applies here .
It is truly the variance of the residual and not just its standard error that is
important here since , other residual variances remaining equal , the variance
of the independent variable involved is a linear function of the variance of
the residual in question, by the remarks in note 19 above.

Actually, inconsistencies can be negli~ible if the indirect and direct effects
just cancel out , that is, if (E21 - E2O(B )- 1 EO1) = O. This could only happen
by accident if the conditions named in the text are not satisfied ; moreover ,
one could never tell whether it were nearly the case in practice . We thus
disregard it .
Note that the full condition also implies that the system is nearly block
recursIve .

The additional remarks necessary if the second alternative holds are given in
Section 3 above .

Perfectly general, save for the self-contained feature just discussed.
Alternatively , if only estimates of B} and G} are required (greatly

inconsistent estimates of EIO are accegtable), we might have:
2' . The first row of the matrix E1 (B ) - I [EO1E02] is near zero, that is, any

omitted variable with a nonnegligible coefficient is only negligibly
influenced by the included variables .

Since this was written , Professor Ando and I have proved that this
conjecture is indeed correct . See A . Ando and F . M . Fisher , " Near -decom -
posability , partition and aggregation , and the relevance of stability discus-
sions," and the other papers in Ando , Fisher, and Simon [1] .
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