
Index

Ackley, H., 95, 395
Action cycles, 72, 80
Action-Direction (AD) strategy, 133–

134
Action rule, 71
Activation function, 7
Active vision systems, 3
Adaptation

evolution of, 301
genotype and, 68, 289
in information environments,

browsing and, 348–352
links, 7
natural, 3–4, 289
ontogenetic change and, 292–300

experimental results, 294–
300

overview, 292–294
phenotype and, 68, 289
traits, 229

Adaptive Heuristic Critic (AHC), 371
Adaptive-noise controllers, 293–294
AD strategy, 133–134
AFF, 122, 137
“Ages,” learning at different

genetically determined, 232–
239

AHC, 371
AI, 2. See also Intelligent agents
Algorithms. See also Evolutionary

algorithm (EA); Genetic
algorithm (GA)

backpropagation (BP), 15, 86,
383, 385, 412

BOA of Pelikan, 444
bootstrap, 94
cascade-correlation (CCA), 399

complementary reinforcement
backpropagation (CBRP),
333

constructive, 10, 159–160
destructive, 10, 160
Evolutionary Local Selection

(ELSA), 339–343, 349–350,
353–356, 358–362

Factorized Distribution (FDA),
429–430, 439–442

FNNCA, 399
Fritzke’s, 98
learning, 412
Learning Factorized Distribution

(LFDA), 430, 442–448
Learning Vector Quantization

(LVQ), 93–94, 100–106
MCMC, 94
Niched Pareto Genetic (NPGA),

356–357
optimization, 412–414
perceptron cascade (PCA), 399
powerful heuristics in search, 110
from Radial Basis Function

(RBF) neural networks, 93
simple, blind search, 110
tower (TA), 399
Univariate Marginal Distribution

(UMDA), 429–439, 449
vector quantization (VQ), 91, 97–

99
Alleles, 10
Amino acids, 171
Angeline, P., 251
ANNs. See Artificial neural networks
Approximation error, 257
Architecture, network. See also

MIT Press Math6X9/2001/02/08:14:23 Page 457



458 Index

MAXSON architecture
artificial neural network, 2, 156–

160
evolutionary computation and,

160–161
evolving, 154
G2L-systems, 162–173

conflict-free, 170
context in, 169–171
extensions of, 164
genetic code of, 171–172
graph interpretation, 166–169
motivation of, 162–163
origin of, 162–163
overlapping genes, 172
in practice, 173
principles of, 163
repairing mechanisms, 172
string interpretation, 164–166

of intelligent agents, 2, 156–160
local search with evolving, 155–

156
optimization during training,

159–160
overview, 153–156
scalability through

modularization, 155
ARR, 122–123, 128
Artificial agents. See Intelligent

agents
Artificial evolution, 11, 274
Artificial genomic network, 194–195
Artificial intelligence (AI), 2. See also

Intelligent agents
Artificial metabolism, 200–207
Artificial morphogenesis of neural

networks. See Neurogenesis
Artificial neural networks (ANNs).

See also Evolutionary
artificial neural networks
(EANNs); G2L-systems, coding
neural networks; Interactive
evolutionary robotics;
Neurogenesis

architecture, 2, 156–160
coding schemes for, 116, 121, 161
defined, 7–9
encoding for feedforward, 391–

394
EPNet and, 384–386
evolutionary synthesis of, 12–15
genetic representation properties

of, 15–21, 118–119
closure, 17–18
compactness, 18, 119
completeness, 17, 119
complexity, 21
genotype, 16
modularity, 20, 155
multiplicity, 19, 119
phenotype, 16
ontogenetic plasticity, 19–20
overview, 15–17
redundancy, 20–21, 119
scalability, 18–19

growth process of, 161
intelligent agents and, 4
interface to, 207–210
paradigm, 186
as programs, intelligent agent, 7–

10
use of, 383–384

Associative networks, 333
Asymptotic order of growth notation,

18
Attention, maximum nodes for focus

MIT Press Math6X9/2001/02/08:14:23 Page 458



Index 459

of, 316
Australian credit card problem, 408–

409, 416, 418–419
Automatic synthesis, 2–3
Axiom, 163
Axon growth, 195

Back-propagation (BP) algorithms,
15, 86, 383, 395, 412

Backpropagation procedure, 95, 103,
178, 215

Baldwin effect, 173–177, 180–181,
345, 395

Barto, A. G., 319
Bayes Dirichlet (BDe) score, 442, 444
Bayesian Information Criterion, 429,

444
Bayesian networks, 429, 440, 442–

444, 446, 448, 450
Bayes optimized lookup tables, 379
BDe score, 442, 444
Beer, D., 53
Beer, R., 187
Behavior Language (BL), 185
Belew, R. K., 147, 219
Belief networks, 448, 450. See also

Bayesian networks
Bennet, K. P., 406–407
“Better fitness,” 100
BFF, 122, 128
Bias, 7–8, 13, 124, 393
BIC score, 444
BigJump function, 431–432, 434–

435, 441
Bill program, 379
Binary tournament selection, 120
Biological intelligent agents, 3–4
Bipolar threshold, 8, 115

BL, 185
Blocking problem, 251–252
Blueprint representations, 153, 161–

162
BOA algorithm of Pelikan, 444
Boers, E., 187
Boltzmann distribution, 439, 441
Boolean networks, 196
Boolean values, 92
Bootstrap algorithm, 94
Box-pushing task

baseline experiments, 134–138
constraints, 113–115
defined, 111–112
effective, 123–127
futility of designing effective,

132–138
generality of, 133–134
genetic programming and, 112–

113
hidden units in, 128–132
neuro-controllers for, 120–132
overview, 110–111
sensors and, 147
trail-like, 136–138

Boyan, J. A., 367
BP algorithms, 15, 86, 383, 395, 412
Braitenberg strategy, 133–134, 205
Braitenberg, V., 332
Breast cancer problem, 401, 405–406
Breeding cycles, 71–74, 83
Brooks, Rodney, 185
Browsing adaptively in information

environments, 348–352
BRR, 122–123
Burghardt, M., 65

Canonical parameterization, 253–254

MIT Press Math6X9/2001/02/08:14:23 Page 459



460 Index

Carroll, Lewis, 275
Carrying capacity of the environment,

342
Car sequencing problem, 372–373
Cascade-correlation algorithm

(CCA), 399
Cascade-correlation (CC) learning,

411
CBRP, 333
CCA, 399
CC learning, 411
Cell differentiation, 162
Cell division, 195, 397
Cellular encoding

enhancement of, 35–36
Gruau’s use of, 161–162
review of, 32–35

Chelonia mydas (marine turtles), 3
Chemical diffusion, 192
Chen, S., 252–253
Choate, T., 251–252
Chromosomes, 95–96, 180–181, 193,

369
Church, A., 6
Circuits and control systems, 5
Classical neural networks, 218–220
Classifier systems. See also

Optimization, of classifiers
using genetic algorithms

behavioral control mechanisms of
intelligent agents and, 67–
68, 185–186

Colombetti and Dorigo’s use of,
185–186

fuzzy rule, 97, 254–255
genetic design of, 96–97
neural networks and, 91
Pittsburgh-style fuzzy, 254

Cliff, D., 78, 87, 187, 276, 282
Closure, 17–18
Clustering extraction, 92
Cluster training, 92
Codebook C, 97
Codebook design, 91, 97–100
Co-design. See Co-evolution,

competitive
Co-evolution, competitive

evolutionary synthesis of neural
systems and, 13

experimental results, 283–292
Machine Learning and, 288–

289
natural adaptation and, 288–

289
overview, 283–288
Red Queen Effect and, 289–

291
selection criteria, 291–292

fitness function and, 147, 291–
292

Khepera Simulator and, 277–283
controller architecture, 280–

282
evolutionary algorithm, 280–

282
genetic algorithm, 281
method, 280–282
overview, 277–279
software model, 282–283

ontogenetic adaptive change and,
292–300

experimental results, 294–
300

overview, 292–294
overview, 273–276
Red Queen Effect and, 274–276

MIT Press Math6X9/2001/02/08:14:23 Page 460



Index 461

related work, 276
summary, 300–302

“Co-evolutionary arms race,” 273
Co-occurrence matrix, 75–78, 86
Coding schemes for neural networks,

116, 121, 161
Colombetti, Marco, 185
Communication through synthetic

evolution
inherently meaningful, 65
one-symbol communication by

finite state machine, 70–79
partial cooperation, 71, 78–

79, 87
results, 73–78
setup, 70–72

one-symbol communication by
neural networks, 85–87

motivation, 85
results, 86–87
setup, 86

overview, 65
paired symbol emission by finite

state machine, 83–85
results, 83–85
setup, 83

related work, 87
summary, 87–88
two-symbol communication by

finite state machine, 79–82
results, 80–82
setup, 79–80

Compactness, 18, 119
“Competing conventions” problem,

253
Competition, 252. See also

Co-evolution, competitive
Complementary reinforcement

backpropagation algorithm
(CBRP), 333

Complete closure, 17
Completeness, 17, 119
Complete representations, 17
Complexity, 21
Computational complexity, 21
Computational modeling, 4
Computers, 5
Conditional probability, 440
Conditioning, 3
Conflict-free G2L-systems, 170
Connection addition, 397–398
Connection deletion, 396–397
Connectivity, 13–14, 116–117, 128

constraint matrix, 13
Connector, 167
Conrad, M., 389
Constrained closure, 17–18
Constraint satisfaction problems

(CSP) value ordering, 372–376
Constructive algorithms, 10, 159–160
Context sensitivity, 164
Continuous spatial nature Q-learning,

323
Controller architecture, 280–282
Convention, 253–254
Convergence, 338, 369
Conversion of delayed to immediate

reinforcement, 314–316
Cooperation

agent, 66–67
competition versus, 252
genuine, 79
partial, 71, 78–79, 87
pseudo, 78

Coordination, degree of, 69
Cost-functions, 119

MIT Press Math6X9/2001/02/08:14:23 Page 461



462 Index

Cover optimization, heterogeneous
neural agents for

browsing adaptively in
information environments,
348–352

co-evolving sensors and
behaviors in toy
environments, 344–346

foraging efficiently in marine
environments, 346–348

overview, 337, 343
summary, 359

Credit assignment problem, 367
Credit card problem, 408–409, 416,

418–419
Cross-modal association, 323
Crossover

artificial metabolism and, 201
in evolutionary algorithm, 11
in evolutionary synthesis of

neural systems, 15
Radial Basis Function neural

networks and, 255–256,
258–260

syntactic constraints and, 38
between trees, 38
uniform, 120

Crosstalk, 158
Crowding, 338
Crumpton, J. J., 83–85
CSP value ordering, 372–376

Darken, C., 263, 411
Darwinian evolution, 176, 395
Decoding

complexity, 21
function, 16
process, 10–11

redundancy, 20
time, 18

De Garis, H., 187
Deletion, 396–397
Dellaert, F., 187
Destructive algorithms, 10, 160
Development in neural networks

genomes and, developmental,
226–239

learning at different
genetically determined
“ages” and, 232–239

overview, 226–227
with phenotypic plasticity,

229–232
simulation, 227–229

initial conditions, evolution of,
218–226

in classical neural networks,
218–220

in ecological neural networks,
219–223

in self-teaching networks,
223–226

life history of organisms and,
239–241

overview, 215–218
summary, 241–245

Development process, 10–11
Diabetes problem, 401, 406, 416,

418–419
Diffusion, chemical, 192
Direct encoding scheme, 386–387
Directional-change controllers, 294–

300
Discovery design approach, 6
Distal description, 302
Distortion, 91

MIT Press Math6X9/2001/02/08:14:23 Page 462



Index 463

Distributed reinforcement, 323
Diversity, 301
DNA, 171
Dorigo, Marco, 185
DRAMA (mobile robot), 333
Dynamical neural network model,

188–190

EANNs. See Evolutionary artificial
neural networks

EC, 160–161, 186
Ecological neural networks, 219–223
Effectors of intelligent agents, 2
Elman, J. L., 221, 237–239
ELSA, 339–343, 349–350, 353–356,

358–362
Emission rule, 71
Emitter, 71
Encoding. See also Cellular

encoding; Genetic
representation

direct scheme, 386–387
for feedforward artificial neural

networks, 391–394
fitness function and, 12
of genotype string, 68
indirect scheme, 386–387
programs, intelligent agent, 5
strong specification scheme, 386–

387
of synaptic parameters, 293–294
weak specification scheme, 386–

387
Ensemble, population of evolutionary

artificial neural networks as
majority voting, 414–415
overview, 414
rank-based linear combination,

415–417
RLS algorithm linear

combination, 417–419
subset of population as, 419–421

Environments
carrying capacity of, 342
cycles, 72, 80
information, 348–352
intelligent agents, 2
latent energy, 147, 344, 346
marine, 3, 346–348
toy, 344–346

EP, 11–12, 251, 384
EPNet and evolutionary artificial

neural networks
architecture mutations and, 396–

398
artificial neural networks and,

384–386
emphasis of, 389–390
encoding scheme for feedforward

artificial neural networks,
391–394

experimental studies, 398–412
Australian credit card

problem, 408–409, 416,
418–419

MacKey-Glass time series
prediction problem,
409–412

medical diagnosis problems,
399–408, 416, 418–419

parity problems, 398–399
fitness evaluation, 394
generation gap, 394–395
hybrid training, 395–396
overview, 384
replacement strategy, 394–395

MIT Press Math6X9/2001/02/08:14:23 Page 463



464 Index

selection mechanisms, 394
steps, 390–391
structure, 384

Equivalence, network, 446–448
Error rate, 404
Errors, 257, 410–411, 417
Estimation error, 257
Evaluation function, genetic

representation and, 12
Evolution. See also Communication

through synthetic evolution
of adaptation, 301
approaches of, 11–12
artificial, 11, 274
biological intelligent agents and,

3–4
Darwinian, 176, 395
of initial conditions, 218–226

in classical neural networks,
218–220

in ecological neural networks,
219–223

in self-teaching networks,
223–226

innate behaviors and, 4
Lamarckian, 156, 173–177, 180–

181, 395
local search with, 155–156, 173–

176
by local selection, 339–343
MAXSON architecture and, 330–

333
in Radial Basis Function neural

network, 247–268
evolving, 255–257
experiments, 257–267
fuzzy rule based systems and,

254–255

Gaussian, 248
genetic algorithm and, 251–

254
multi-layer perceptron (MLP)

networks and, 248–251
overview, 247–249
summary, 267–268

simulated, 11
Evolutionary algorithm (EA)

challenge of, 31–32
co-evolution and Khepera

Simulator and, 280–282
crossover in, 11
evolutionary search and, 337–338
fitness value and, 154
functioning of, 10–11
genetic programming and, 429
genotype in, 10–11
intelligent agents and, 10–12
interactive, motivation for, 29–30
Lamarckian evolution and, 175
mutation in, 11
niching and, 338
phenotype in, 10–11
population and, 217–218
searches and, 10–12, 109
supervising, 30–31

Evolutionary artificial neural
networks (EANNs)

architecture, 386–389
as ensemble, 414–421

majority voting, 414–415
overview, 414
rank-based linear

combination, 415–417
RLS algorithm linear

combination, 417–419
subset of population as, 419–

MIT Press Math6X9/2001/02/08:14:23 Page 464



Index 465

421
EPNet, 389–398

architecture mutations, 396–
398

artificial neural networks and,
384–386

emphasis of, 389–390
encoding scheme for

feedforward artificial
neural networks, 391–
394

fitness evaluation, 394
generation gap, 394–395
hybrid training, 395–396
overview, 384
replacement strategy, 394–

395
selection mechanisms, 394
steps, 390–391
structure, 384

experimental studies, 398–412
Australian credit card

problem, 408–409, 416,
418–419

MacKey-Glass time series
prediction problem,
409–412

medical diagnosis problems,
399–408, 416, 418–419

parity problems, 398–399
genetic algorithm and, 384
learning and, 412–414
optimization and, 412–414
overview, 383–386
related work, 389
summary, 421–423

Evolutionary computation (EC), 160–
161, 186

Evolutionary Local Selection
Algorithm (ELSA), 339–343,
349–350, 353–356, 358–362

Evolutionary programming (EP), 11–
12, 251, 384

Evolutionary robotics, 109, 113. See
also Interactive evolutionary
robotics

Evolutionary search, 337–338
Evolutionary strategies, 11–12
Evolutionary synthesis, 12–15
Exploration-exploitation dilemma,

114–115, 337
Expressive pair, 84

F, 92
Factorized Distribution Algorithm

(FDA), 429–430, 439–442
FAL sensor, 308
Fan-in of unit, 117, 128
Fault-tolerant sensor designs, 142–

145
Faulty sensors, 143
FDA, 429–430, 439–442
FDL sensor, 308
Feature extraction, 92
Feature selection problem, 142, 149
Features (F), 92
Feed-forward networks

best (BFF), 122, 128
best recurrent (ARR), 122–123,

128
fitness of best (AFF), 122, 137
hidden units and, 128–132
recurrent networks versus, 8–9,

116, 122–125
FIFO queue, 34
Filter models, 353

MIT Press Math6X9/2001/02/08:14:23 Page 465



466 Index

Finite state machine (FSM)
one-symbol communication by,

70–79
partial cooperation, 71, 78–

79, 87
results, 73–78
setup, 70–72

paired symbol emission by, 83–85
results, 83–85
setup, 83

two-symbol communication by,
79–82

results, 80–82
setup, 79–80

First In First Out (FIFO) queue, 34
First-order value network, 308
Fitness evaluation, 256–257, 394
Fitness function

artificial metabolism and, 201–
203

choice of, 291–292
co-evolution and, 147, 291–292
encoding and, 12
genetic representation and, 12
MDL-based, 452–454

Fitness landscape, 114
Fitness-proportionate selection

scheme, 15
Fitness sharing, 338
Fitness value

of best feedforward networks
(AFF), 122, 137

“better fitness,” 100
evolutionary algorithm and, 154
maximum, 137–138, 413
metabolism based, 197
standardized, 120–122, 127
total sum squared error and, 15

tournament selection and, 437
vectorial, 96

Flashlight fish, 3
Floreano, D., 146, 187, 222–223
FNNCA algorithm, 399
Focus networks, 378–379
Focus window, creating, 376–378
Food Angle Left (FAL) sensor, 308
Food Distance Left (FDL) sensor, 308
Foraging task, 146–147, 346–348
Fritzke’s algorithm, 98
FSM. See Final state machine
FULL division, 49
Functional-compactness, 18, 119
Functional modules, 20
Funes, P., 276
Fuzzy rule, 97
Fuzzy rule classifier systems, 97,

254–255

Gallagher, J. C., 53
Gaussian Radial Basis Function

(RBF) neural networks, 248
Generation, 369
Generation gap, 394–395
Genes, 10, 369
Genetic algorithm (GA)

co-evolution and Khepera
Simulator and, 281

computer investigations and, 186
dynamical neural network model

and, 189
as evolutionary approach, 11–12
evolutionary artificial neural

networks and, 384
G2L-systems in, 161
Holland’s, 217
hybrid local/global search and,

MIT Press Math6X9/2001/02/08:14:23 Page 466



Index 467

94–95
learning rules of MAXSON and,

327–330, 334
multi-layer perceptron networks

and, evolution of, 249–251
neurogenesis and, 196–197
optimization of classifiers using,

91–107
codebook design and, 91, 97–

100
future work, 106–107
genetic optimization of LVQ

algorithm and, 100–106
method, 94–97
overview, 91–93
state of the art and, 93–94

Radial Basis Function neural
networks and, evolution of,
251–254

techniques, 333
variable length chromosome, 95–

96
Genetic encoding. See Encoding;

Genetic representation
Genetic Learning Vector Quantization

(G-LVQ), 91–92, 100–101,
103–104, 106

Genetic programming
box-pushing task and, 112–113
crossover in, 38
evolutionary algorithm and, 429
as evolutionary approach, 11–12
Koza’s application of, 276
language, 11

Genetic representation
components of, 10
evaluation function and, 12
fitness function and, 12

multi-level variable length, 116–
118

properties of artificial neural
networks, 15–21, 118–119

closure, 17–18
compactness, 18, 119
completeness, 17, 119
complexity, 21
genotype, 16
modularity, 20, 155
multiplicity, 19, 119
ontogenetic plasticity, 19–20
overview, 15–17
phenotype, 16
redundancy, 20–21, 119
scalability, 18–19, 155, 161

Genetically determined controllers,
293

GEN (high-level language), 185
GENITOR neuro-evolution system,

371
Genomes, developmental

learning at different genetically
determined “ages” and,
232–239

overview, 226–227
with phenotypic plasticity, 229–

232
simulation, 227–229

Genomic network, 193–195
Genotype

adaptation and, 68, 289
directional-change controllers

and, 299
encoding string of, 68
in evolutionary algorithm, 10–11
fitness of, 14, 387–388
G2L-systems and, 162

MIT Press Math6X9/2001/02/08:14:23 Page 467



468 Index

multiplicity and, 19, 119
permutations problem and, 250
properties of genetic

representations and, 16
redundancy and, 20–21, 119
representation, 255

Genotype-to-phenotype mapping,
227–228, 250

Genuine cooperation, 79
Global environment, 67, 69
Global search heuristics, 110
Global search with local search, 94–

95
Global selection, 341–343
G-LVQ, 91–92, 100–101, 103–104,

106
Goals, on-the-fly management of

multiple, 314
Gomez, F., 333
Grammar, 30, 163
Grammar-tree, 33
Gripper arm, 2
Growth process of neural network,

161
Gruau, F., 20, 161, 177
G2L-systems

coding neural networks, 162–173
conflict-free, 170
context in, 169–171
extensions of, 164
genetic code of, 171–172
graph interpretation, 166–169
motivation of, 162–163
origin of, 162–163
overlapping genes, 172
in practice, 173
principles of, 163
repairing mechanisms, 172

string interpretation, 164–166
in genetic algorithm, 161
genotype and, 162
not strictly modular, 168
phenotype and, 162
strictly modular, 168

Guessing, 71, 73
Gustatory experiences, 315

Habituation, 3
Hall-of-Fame method, 288, 300
Hand-coded solution, 51–52
Hand-designed structure of Werner,

332
Hansson, O., 376
Harvey, I., 44, 187, 222
Heart disease problem, 401–402,

406–407
Hebb rule, 294
Heterogeneous neural agents

for cover optimization, 343–352
browsing adaptively in

information
environments, 348–352

co-evolving sensors and
behaviors in toy
environments, 344–346

foraging efficiently in marine
environments, 346–348

overview, 337, 343
summary, 359

for pareto optimization, 352–359
algorithm details, 354–357
data sets, 357
experimental results, 357–

359
feature selection, 353–354
overview, 337, 352–353

MIT Press Math6X9/2001/02/08:14:23 Page 468



Index 469

summary, 359
Heuristics, 110
Heuristic search methods, 353
Hidden note deletion, 396
Hidden units, 8, 115–116, 125–132
Hillis, W., 276
Holland, J. H., 174
Holland’s genetic algorithm, 217
Husband, P., 187
Hybrid local/global search, 94–95
Hybrid training, 395–396

Ide, Koichi, 51–52
Immediate distributed reinforcement,

310–312, 323
Immediate reinforcement, 314–316
Implementability, 156
Indigo R4000, 99, 102
Indigo R8000, 102
Indirect coding scheme, 386–387
Information environments, 348–352
Information theory, 21
InfoSpiders, 351–352
Initial conditions, evolution of

in classical neural networks, 218–
220

in ecological neural networks,
219–213

in self-teaching networks, 223–
226

Innate behaviors, 4
Input

connectivity, 117, 128
layers, 8
pattern, 8
units, 8

Integer, 36–38
Intelligent agents. See also Artificial

neural networks (ANNs);
Robots

architecture of, 2, 156–160
Artificial intelligence and, 2
artificial neural networks and, 4
behavioral control mechanisms

of, 67–68, 185–186
behaviors, 113
biological, 3–4
defined, 1–2
effectors of, 2
elements of, 2–3
environment of, 2
evolutionary algorithm and, 10–

12
mail filtering, 2
neuro-controllers for, 109–150

box-pushing task, 120–132
fault-tolerant designs, 142–

145
genetic programming and,

112–113
hidden units and, 115–116,

128–132
for noisy environments, 142–

145
overview, 109–111
related work, 145–148
simulation setup details and,

115–120
summary, 148–150

overview, 2–3
programs

artificial neural networks as,
7–10

designing, 2–3, 5–6
encoding, 5
evolutionary synthesis of, 12

MIT Press Math6X9/2001/02/08:14:23 Page 469



470 Index

language, 5
purpose of, 5–6
summary, 21–23

sensors for, 2, 138–142
Interactive evolutionary robotics

artificial neural networks and, 29
cellular encoding and, 32–36

enhancement of, 35–36
review of, 32–35

comparison of, with hand-coded
solution, 51–52

experimental runs, 46–51
goal of, 29
leg controller, 39–42
locomotion controller, 43–46
overview, 29–32
summary, 52–54
syntactic constraints, 30, 36–40,

44, 46, 49–50
Interface to artificial neural network,

207–210
Interference, 156–158
Ionosphere data, 357

Jerke, Noel, 86–88
John, G. H., 353

Kale, L. V., 375
Kauffman, S., 187
Kauffman’s N K model, 196
Khepera Simulator

co-evolution and, 277–283
controller architecture and,

280–282
evolutionary algorithm and,

280–282
genetic algorithm, 281
method, 280–282

overview, 277–279
software model, 282–283

Miglino et al.’s use of, 146
neurogenesis and, 197–210

artificial metabolism and,
200–207

description of robot, 198–199
first series of experiments,

200–207
interface to artificial neural

network and, 207–210
overview, 185, 197–198
second series of experiments,

207–210
setup of experiments, 197–

200
Kitano, H., 95
K-means, 97–100
“Knock-on” effect, 251
Knowledge base, 254
Knowledge engineering, 2
Knowledge extraction, 2
Kohonen’s Learning Vector

Quantization (LVQ), 93–94,
100–106

Kohonen’s Self-Organizing Map, 93,
98

Koichi’s controller, 51–52
Koza, J., 38, 276
Kuiper, H., 187
Kullback Leibler divergence, 441–

442

Lamarckian evolution, 156, 173–177,
180–181, 395

Langer, J., 215
Langton, C. G., 301
Language

MIT Press Math6X9/2001/02/08:14:23 Page 470



Index 471

BL, 185
computer, 5
GEN, 185
genetic programming, 11
grammar, 30, 163
L-system, 163
for programs, intelligent agent, 5

Latent energy environments (LEEs),
147, 344, 346

L codevectors, 97
Learnability, 156
Learning

“ages” and, different genetically
determined, 232–239

algorithms, 412
biological agents and, 3–4
cascade-correlation (CC), 411
in classical neural networks, 218–

219
design approach, 6
evolutionary, 413
evolutionary artificial neural

networks and, 412–414
MAXSON architecture and, 323–

330
Q-learning and, comparison

to, 323–324
rules, 326–330, 333
self-organization and, 324–

326
neural reinforcement, 332–333
optimization versus, 413
process, of artificial neural

networks, 412
Q-learning, 318–324, 333
in Radial Basis Function neural

network, 247–268
evolving, 255–257

experiments, 257–267
fuzzy rule based systems and,

254–255
Gaussian, 248
genetic algorithm and, 251–

254
multi-layer perceptron (MLP)

networks and, 248–251
overview, 247–249
summary, 267–268

reinforcement, 332–333, 351
rules, 307, 326–330
self, 12
in setup of two-symbol

communication by finite
state machine, 80

supervised, 9–10
unsupervised, 9–10

Learning-disabled, 72, 74
Learning-enabled, 72, 75
Learning Factorized Distribution

Algorithm (LFDA), 430, 442–
448

Learning Vector Quantization (LVQ)
algorithm, 93–94, 100–106

LEEs, 147, 344, 346
Left-Forward-Right (LFR) output

coding strategy, 116, 121
Leg controller, 39–42
Lego robot, 146
LFDA, 430, 442–448
LFR output coding strategy, 116, 121
Library functions, 452
Life history of organisms, 239–241
Linden-Buzo-Gray, 97–100
Lindenmayer, A., 165
Linear combination

rank-based, 415–417

MIT Press Math6X9/2001/02/08:14:23 Page 471



472 Index

RLS algorithm, 417–419
Linear function, 7
List, 36–38
Littman, M. L., 95, 367, 395
Local environment, 69
Locality of a selection. See Local

selection (LS)
Local maxima problems, 12
Local search

with evolution, 155–156, 173–
176

evolving network architecture
directed by, 176–180

with global search, 94–95
Local selection (LS)

evolution by, 339–343
global selection versus, 341–343
heterogeneous neural agents

for cover optimization, 343–
352

for pareto optimization, 352–
359

mutation and, 341
overview, 337–339
summary, 359–362

Locomotion controller, 43–46
LS. See Local selection
L-systems, 162–164. See also

G2L-systems
Lund, H., 146
LVQ algorithm, 93–94, 100–106

Machine Learning (ML), 2–3, 288–
289, 357

MacKey-Glass time series prediction
problem, 253, 264–268, 385,
409–412

Mail filtering agent, 2

Majority voting, 414–415
Mangasarian, O. L., 406–407
Mann-Whitney U-test, 321
Mapping, genotype-to-phenotype,

227–228, 250
Mapping problem, 180
Marine environments, 3, 346–348
Marine turtles, 3
Markov, 6
Martinez, T. M., 411
Master Fitness value, 285, 299
Master Tournaments, 284, 288, 299
Max-based Second-Order Network.

See MAXSON architecture
Maximum fitness, 137–138, 413
MAXSON architecture

evolution and, 330–332
experimental method, 320–322
experimental results, 320–322
learning and, 323–330

Q-learning, comparison to,
323–324, 334

rules, 326–330, 333
self-organization and, 324–

326
overview, 307
problem, 307–308
related work, 332–333
structure, 308–317

design features, 313–317
policy network weight

adjustment, 310–312
reinforcement calculation by

value network, 312
second-order networks, 309–

310
sub-networks, 308–309
value network weight

MIT Press Math6X9/2001/02/08:14:23 Page 472



Index 473

adjustment, 313
summary, 334

Mayer, A., 376
McClelland, J., 215
McInerney, J., 219, 338
MCMC algorithm, 94
MDL, 413, 442–444
MDL-based fitness function, 452–454
Mean-square error, 410–411, 417
Medical diagnosis problems

breast cancer, 401, 405–406
comparisons with other work,

405–408
diabetes, 401, 406, 416, 418–419
heart disease, 401–402, 406–407
overview, 399–401
results of experiments, 404–405
setup of experiments, 402–404
thyroid, 402, 407–408

Menczer, F., 147
Mental agents, 113
Metabolism, artificial, 200–207
Metabolism based fitness value, 197
Miglino, O., 146, 276
Mikkulainen, R., 333
Miller, G. F., 276, 282, 384
Miller, P. Todd, 13
Minimax search, 376–380
Minimum description length (MDL),

413, 442–444
Minimum message length (MML),

413
ML, 2–3, 288–289, 357
MLP networks, 93, 248–251
MML, 413
Mobile robotics, 188. See also

Intelligent agents; Robots
Modifier genes, 118

Modularity, 20, 155
Modules, adding, 179–180
Mondada, F., 146, 187, 222–223
Moody, J., 263, 411
Morphogenesis of neural networks.

See Neurogenesis
Mühlenbein, H., 430
Multi-layer perceptron (MLP)

networks, 93, 248–251
Multi-level variable length genetic

representation, 116–118
Multiplicity, 19, 119
Munroe, S., 263
Mutation

adaptive traits and, 229
artificial metabolism and, 201
EPNet and evolutionary neural

networks and, 396–398
in evolutionary algorithm, 11
in evolutionary synthesis of

neural networks, 15
local selection and, 341
Radial Basis Function neural

networks and, 256
SANE and sequential decision

tasks, 370
subtree error and, 452
syntactic constraints and, 38–39,

49
between trees, 38–39

Natural adaptation, 3–4, 289
Natural selection, 436
Neruda, R., 253
Nested breeding, 80
Network architecture. See

Architecture, network;
MAXSON architecture

MIT Press Math6X9/2001/02/08:14:23 Page 473



474 Index

Network synthesis, 9
Neural cells, 192
Neural networks. See also

Architecture; Artificial neural
networks (ANNs); Evolutionary
artificial neural networks
(EANNs); Radial Basis
Function (RBF) neural networks

classical, 218–220
classifier systems and, 91
coding schemes for, 116, 121, 161
development in, 226–239

genomes, developmental,
226–239

initial conditions, evolution
of, 218–226

dynamical model, 188–190
ecological, 219–223
equivalence, 446–448
evolutionary synthesis of, 13–15
genomic, 193–195
growth process of, 161
multi-layer perceptron, 93, 248–

251
one-symbol communication by,

85–87
motivation, 85
results, 86–87
setup, 86

optimality, 446–448
self-teaching, 223–226

Neural reinforcement learning, 332–
333

Neural trees, 450–452
Neuro-controllers for intelligent

agents
for box-pushing task, 120–132
fault-tolerant designs, 142–145

genetic programming and, 112–
113

hidden units and, 115–116, 128–
132

for noisy environments, 142–145
overview, 109–111
related work, 145–148
simulation setup details and, 115–

120
summary, 148–150

Neurogenesis
actions, 195
application to mobile robotics,

188
dynamical neural networks and,

188–190
experiments

first series, 200–207
second series, 207–210
setup, 197–200

genetic algorithm and, 196–197
genomic network, 193–195
Khepera Simulator and, 197–210

artificial metabolism and,
200–207

description of robot and, 198–
199

first series of experiments,
200–207

interface to artificial neural
network, 207–210

overview, 185, 197–198
second series of experiments,

207–210
setup of experiments, 197–

200
multi-layer perceptron networks

and, evolution of, 250

MIT Press Math6X9/2001/02/08:14:23 Page 474



Index 475

overview, 185–186
process, 190–196
space, 191–192
state of the art in, 186–187
summary, 210–211

Niched Pareto Genetic Algorithm
(NPGA), 356–357

Niching, 338
N K model, 196
Noble, J., 78, 87
Nodes

addition of, 177–179, 397–398
ELSA and, 350
maximum, 316, 323

Noise, sensor, 142–145
Nolfi, S., 221
NPGA, 356–357

Obstacle avoidance behaviors, 146
Odri, S. V., 389, 397
OneMax function, 431, 437, 446
One-symbol communication

by finite state machines, 70–79
partial cooperation, 71, 78–

79, 87
results, 73–78
setup, 70–72

by neural networks, 85–87
motivation, 85
results, 86–87
setup, 86

On-the-fly management of multiple
goals, 314

Ontogenetic adaptive change
experimental results, 294–300
overview, 292–294

Ontogenetic plasticity, 19–20
Optimality, network, 446–448

Optimization
algorithm, 412–414
architecture, during training,

159–160
artificial neural network designs

and, 9
of classifiers using genetic

algorithms, 91–107
codebook design and, 91, 97–

100
future work, 106–107
genetic optimization of LVQ

algorithm and, 100–106
method, 94–97
overview, 91–93
state of the art and, 93–94

cover, heterogeneous neural
agents for, 343–352

browsing adaptively in
information
environments, 348–352

co-evolving sensors and
behaviors in toy
environments, 344–346

foraging efficiently in marine
environments, 346–348

overview, 337, 343
summary, 359

evolutionary artificial neural
networks and, 412–414

learning versus, 413
of LVQ algorithm, 94, 100–106
pareto, heterogeneous neural

agents for, 352–359
algorithm details, 354–357
data sets, 357
experimental results, 357–

359

MIT Press Math6X9/2001/02/08:14:23 Page 475



476 Index

feature selection, 353–354
overview, 337, 352–353
summary, 359

Organized structure, 20
Othello, focus networks in, 378–379
Output

coding strategies, 115–116
layers, 8
units, 8

Overlapping genes, 172
Overtrained, 156

Paired symbol emission by finite state
machine

results, 83–85
setup, 83

Parallel division, 33
Parameterization, 253
Pareto front, 353, 358–359
Pareto optimization

algorithm details, 354–357
data sets, 357
experimental results, 357–359
feature selection, 353–354
overview, 337, 352–353
summary, 359

Parisi, D., 146, 215, 221
Parity problems, 398–399
Partial cooperation, 71, 78–79, 87
Partially complete representations, 17
Pattern recognition, 92
Payoff matrix, 436
Perceptron cascade algorithm (PCA),

399
Perez, J.-C., 94
Performance, 295–297
Permutations problem, 250–251
Phenotype

adaptation and, 68, 289
in evolutionary algorithm, 10–11
G2L-systems and, 162
multiplicity and, 19, 119
permutations problem and, 250
plasticity and, 229–232
properties of genetic

representation and, 16
redundancy and, 20, 119
scalability and, 18–19

Photoblepharon palpebratus
(flashlight fish), 3

Pittsburgh-style fuzzy classifier
system, 254

Plasticity
ontogenetic, 19–20
phenotypic, 229–232

Policy networks, 310–312
Population-based search, 12
Power Challenge, 102, 105
Power stroke, 39
PPT, 448–449
Prechelt, L., 402
Probabilistic Prototype Tree (PPT),

448–449
Probability theory, 450
Production rules, 171
Programs, intelligent agent

artificial neural networks as, 7–10
designing, 2–3, 5–6
encoding, 5
evolutionary synthesis of, 12
language, 5
purpose of, 5–6
summary, 21–23

Properties of genetic representation
of artificial neural networks, 15–
21, 118–119, 155

MIT Press Math6X9/2001/02/08:14:23 Page 476



Index 477

Protean behaviors, 273–274
Protein, 171, 193–194
Pseudo-cooperation, 78

Q-learning, 318–324, 333
QuickProp, 95, 103

Radial-basis activation function, 7
Radial Basis Function (RBF) neural

networks
algorithms from, 93
crossover and, 255–256, 258–260
evolution and learning in, 247–

268
evolving, 255–257
experiments, 257–267
fuzzy rule based systems and,

254–255
Gaussian, 248
genetic algorithm and, 251–

254
multi-layer perceptron (MLP)

networks and, 248–251
overview, 247–249
summary, 267–268

hybrid algorithm for determining,
247

mutation and, 256
Radiative energy sources, 147–148
Random search, 134–138
Random walk, 134–138
Rank-based linear combination, 415–

417
RBF neural networks. See Radial

Basis Function neural networks
Recipe representations, 153, 161–162
Recombination, 11. See also

Crossover

Recurrence, 47
Recurrent links, 133–134
Recurrent networks, feed-forward

networks versus, 8–9, 116, 122–
125

Recurrent neuro-controllers, 116
Recursively-defined modules, 20
Red Queen Effect, 274–276, 289–291
Redundancy, 20–21, 119
Regularization, 252–253
Reinforcement

calculation by value network, 312
immediate, 314–316
immediate distributed, 310–312,

323
learning, 332–333, 351

Relational measure of performance,
295

Relative performance, 295–297
Relief (filter model), 353
Repairing mechanisms, 172
Replacement strategy, 394–395
Response to selection equation, 438
Reverse-engineering, 153
Rewriting steps, 163, 165–166, 170–

171
Reynolds, C., 147–148, 276
RLS algorithm linear combination,

417–419
RMS error, 410–411
Robbins, H., 263
Robots. See also Box-pushing task;

Intelligent agents; Interactive
evolutionary robotics

behavior of, 109
blind, 111
gripper arm of, 2
Khepera, 146, 185

MIT Press Math6X9/2001/02/08:14:23 Page 477



478 Index

Lego, 146
obstacle avoidance behaviors of,

146
radiative energy source

approaches and, 147–148
with vision morphology, 276
wandering, 146

Root-mean-square (RMS) error, 410–
411

Rueckl, J. G., 157
Rule base, 254

SAGA paradigm, 44
Salustewicz, 448
SANE and sequential decision tasks

function of, 367, 369–372
minimax search, 368, 376–380
mutation and, 370
value ordering, 368, 372–376

Saw landscape, 432–433, 438
Scalability, 18–19, 155, 161
Scaling up, 264–267
Schaffer, J., 250–251, 253
Schlesinger, M., 215
Schmidhuber, 448
Schraudolph, N., 219
Search space, 135
Second-level genes, 118
Second-order controller networks,

332
Second-order networks, 308–310
Second-order policy network, 308
Selection criteria, 291–292. See also

Fitness function
Selection mechanism, 394
Self-defeating actions, 141
Self-learning, 12
Self-loop, strong negative, 124

Self-organization of MAXSON
networks, 324–326

Self-teaching networks, 223–226
Sensors

box-pushing task and, 147
co-evolving, 344–346
evolution results, 139–142
fault-tolerant designs, 142–145
faulty, 143
Food Angle Left (FAL), 308
Food Distance Left (FDL), 308
for intelligent agents, 2, 138–142
noise from, 142–145
temporal difference based on

threshold of, 317
Sensory conflict, 141
Sensory information integration

modes, 138
Sensory inundation, 141
Sequential decision tasks

constraint satisfaction problem
value ordering, 372–376

future work, 380–381
minimax search, 376–380
overview, 367–368
SANE and, 367, 369–372

minimax search, 368, 376–
380

mutation and, 370
value ordering, 368, 372–376

summary, 381
Sequential division, 32–33
Set, 36–37
Set of independent chain, 196
SGI Indigo R4000, 99, 102
SGI Indigo R8000, 102
SGI Power Challenge, 102, 105
SGL genes, 80

MIT Press Math6X9/2001/02/08:14:23 Page 478



Index 479

SHARI1, 40, 45–46
Shimohara, K., 187
Sigma-pi neural trees, 451
Sigmoid belief networks, 450
Sigmoid function, 7
Signal, 70–71
Sims, K., 276
Simulated evolution, 11
Simulation setup details, 115–120
Single parameterization, 253
Smalz, R., 389
Softbots, 2
Soft mutation, 49
Software systems, 2
Solution density, 17
Solution networks, 17
Space filling curves, 251
Space structure, 191
Space/time complexity, 21
Spatial crosstalk, 158
Specializations, 369
Spiral problem, 180
Stability-plasticity dilemma, 156–157
Standardized fitness, 120–122, 127
“Starting small” principle, 215
State of the art, 93–94, 186–187
Steady-state selection, 101
Stochastic rewriting, 165
Strong specification scheme, 386–387
Stroud, Rick, 86–88
Structural complexity, 21
Structural hill climbing methods, 384
“Student” network, 223–226
Subset of population as an ensemble,

418–421
Substrings, 369
Supervised learning, 9–10
“Sussex” approach, 29–30

Sutton, S., 319
Switching mechanism, 132
SWITCH operator, 45–46
Symbiotic, Adaptive

Neuro-Evolution. See SANE
Syntactic constraints, 30, 36–40, 44,

46, 49–50
Synthesis

automatic, 2–3
network, 9
protein regulation in biology,

193–194
Synthesizing networks

Factorized Distribution
Algorithm (FDA), 429–430,
439–442

Learning Factorized Distribution
Algorithm (LFDA), 430,
442–448

MDL-based fitness function,
452–454

method, 448–449
neural trees, 450–452
overview, 429–430
summary, 454
Univariate Marginal Distribution

Algorithm (UMDA), 429–
439, 449

Synthetic evolution, 65, 68. See also
Communication through
synthetic evolution

Synthetic world, 66–68

TA, 399
TC problem, 180
“Teacher” network, 223–226
Teller, A., 111–114
Temporal crosstalk, 158

MIT Press Math6X9/2001/02/08:14:23 Page 479



480 Index

Temporal difference based on sensor
and goal threshold, 317

Testing theories and hypotheses, 4
Threshold, 7–8, 13, 98–99, 317
Thyroid problem, 402, 407–408
Time-bounded activity, 115–116
Time-scalability representation, 19
Topological-compactness, 18, 119
Total sum squared error, 15
Tournament selection, 120, 436–437
Tower algorithm (TA), 399
Toy environments, co-evolving

sensors and behaviors in, 344–
346

Trail-like box-pushing task, 136–138
Trainable connection, 14
Training epochs, varying number of,

260–265
Training pairs, 92
Training speed, 157–159
Transfer functions, 5
Trigger mechanism, 132
Truncation selection, 436–437
Turing, A., 6
2-D simulation, 276
Two-symbol communication by finite

state machine
results, 80–82
setup, 79–80

UC-Irvine Machine Learning
Repository, 357

UMDA, 429–439, 449
Uniform crossover, 120
Units, 7–8
Univariate Marginal Distribution

Algorithm (UMDA), 429–439,
449

Unsupervised learning, 9–10

Vaario, J., 187
Value networks, 308, 312–313
Value-ordering neural networks, 373–

376
Vectorial fitness, 96
Vector quantization (VQ) algorithms,

91, 97–99
Vidal, E., 94
Vision morphology, 276
Vision systems, 3
Visual experiences, 315
Voting, majority, 414–415
VQ algorithms, 91, 97–99

Walker, J., 147–148
Wandering robot, 146
Weak specification scheme, 386–387
Weight adjustment, 310–313
Weights, 7
Werner, G. M., 332
“What-Where problem,” 157–158
Whitehead, B., 251–252
Whitley, D., 177
Wiemer, M., 173
Winner-take-all computation, 116
Wisconsin Prognostic Breast Cancer

Study (WPBC) data, 357–358
Wolberg, W. H., 105
WPBC data, 357–358
Wrapper models, 353

XOR problem, 158–159, 180

MIT Press Math6X9/2001/02/08:14:23 Page 480


