Adequacy, 20

descriptive, 38, 39, 72

explanatory, 39, 76, 115, 116, 119, 121, 123

Adjacency, 17, 80, 81, 86, 98, 103, 105, 113, 122–124, 187–188, 191–192, 194

hierarchical, 187

linear, 188, 192

Adjunction, 54, 62, 64, 66, 72, 75, 88–99, 93, 95, 96, 144, 147, 152, 156. See also

Transformation, elementary

left, 88, 62n8

right, 62, 88, 93

Adverb (placement), 157, 165, 168

Affirmation Transformation (T17), 57, 75, 86, 98, 105, 109

Affixal. See Inflection, affixal
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as adjunction, 64, 66

followed by raising, 168

as head lowering, 153

and main verbs, 155

morphology of, 70

and negation, 169–179

obligatoriness of, 80, 115

structural analysis of, 53, 57, 69

Agreement, 143, 144

forced, 144

in phi-features, 183

Specifier-head, 143, 145

Anaphor, 158

A-over-A constraint, 90, 91, 93, 101, 147, 153, 155, 156

Autonomy of syntax, 186


Auxiliary Transformation (T20). See Affix Hopping

Bare verb, 47, 154, 192. See also Lexicalist vs. bare

Base component, 129, 130

Boolean combination, 57, 68, 106–107, 122, 149

Boolean condition on analyzability, 107–111, 124

conjunction as, 110

disjunction as, 109

negation as, 108, 109, 110

C. See Symbol; Inflection

Category, 178

C-command, 158n10, 166, 200n10

Chain, 181

Checking, 183, 184, 185, 190, 191, 192, 193, 194, 200n14

Complement, 129, 130, 133. See also X-bar theory

Complementizer (CP), 142, 143, 144, 148

Compositionality, 197n8. See also Meaning

Conjunctive, 84

Constant term, 60, 116, 121

Constituency, 9, 10, 11, 28, 30, 33, 63, 76, 106, 107, 127. See also Structure dependence

test, 9–11

Constituent structure. See Phrase marker

Coordination, 11. See also Constituency

Covert movement, 168, 172, 183, 184, 185, 187
Creative aspect of language, 3
Cyclicity, 130

Daughter, 197n5

Deep-Structure, 130, 160, 161, 164, 167, 178

Defective verb, 155. See also Modal
Deletion, 64, 157, 180, 181
under identity, 108
recoverability of, 108, 109, 173
of VP (see VP ellipsis)

Dependency
cross-serial, 48, 51, 65–66, 103–104
global, 66
nested, 48

unbounded discontinuous, 16

Derivation, 13, 17, 19–21, 23, 25, 27–29, 48, 51, 55, 73, 132. See also Transformation
equivalent, 19, 23, 24, 25, 29, 30, 32, 34, 49, 197n3
more economical, 167
nonequivalent, 24, 25, 26, 28

Derivational vs. inflectional morphology, 182, 190–191. See also Lexicalist Hypothesis
Derived constituent structure, 52. See also Constituency; Phrase marker, derived
Descriptive power, 19, 26, 107–108, 115

Dominate, 197n5

Do-Support (T21b), 81–85, 89, 91, 96–98, 102–105, 113, 120, 127, 141, 146, 153, 155, 163, 179, 180, 186, 193, 201n17
as a last resort, 153, 155, 156
structural analysis of, 81

Driving force, 181

Economy, 167

Ellipsis, 157. See also VP ellipsis
Evaluation metric, 39, 40, 41, 68, 69, 70, 73, 109, 121, 122, 125, 128

Excorporation, 156

Extended Projection Principle (EPP), 134

Extraposition, 110, 186

Featural. See Inflection, featural

Finite state machine (Markov process), 12–18, 23

Graph theory, 22, 33, 58

Head, 129, 130, 136, 137, 145, 148. See also X-bar theory

Head movement, 143, 145, 147, 148, 150, 153, 158

successive, 147


Head parameter, 129, 132, 144, 200n3

Identity, 59, 108

Lowering to V, 153, 155, 157, 158. See also Allfix Hopping

Imperative, 162, 194–195

Individual psychology, 2, 11

Infinity, 3, 4, 11–14, 19, 23, 39

Inflection (Infl), 137–139, 142, 143, 145–148, 151, 188

affixal, 190–195

in English, 159

featural, 189, 190–195

in French, 159

split, 163, 170, 171, 173

Interrogative, 7, 8, 66, 99. See also Subject-Auxiliary; Inversion

yes/no question, 8, 16

Inversion, 6, 7, 66, 99, 148, 152

“Is a” relation, 25, 29, 30–33, 69

Island, 157, 167, 168

Wh-island constraint, 167

I-to-C movement, 144, 145, 147, 155

Knowledge of language, 1–3, 11, 12, 38, 39, 40

Labeled bracketing, 8, 9

Language acquisition (learnability), 6, 8, 39, 40, 107, 111, 114, 115, 120, 136, 155, 200n3

Last resort, 153, 155, 156, 157. See also Minimalism

Lexicalist Hypothesis, 182

Lexicalist vs. bare, 182, 187, 188, 191, 194

Lexicon, 130, 131, 132, 136, 155, 190

Logical Form (LF), 186–187. See also Covert movement

Lowering, 76, 153, 155, 157–159, 172, 173, 178, 182, 183, 188, 192

Main verb, 36, 37, 38, 44, 49, 159, 188, 191, 192

Meaning (interpretation), 5, 6, 28, 43, 94, 101, 134, 160, 161, 167, 171, 186, 197n8. See also LF; Scope

Minimalism, 153, 181–182

Mirror image language, 14, 16. See also Finite state machine
Modal, 36, 37, 43, 45, 48, 49, 91, 102, 138, 154, 155, 161, 162
Morphostring, 31, 33, 34
Morphophonemics (morphology), 69, 70, 74, 81, 91, 94, 100, 101, 153, 155, 159, 163, 182, 183, 192, 198n7
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Number Transformation (T15), 53–55, 57, 59–61, 62, 64, 72, 73, 77, 79, 92, 94, 102, 104, 130
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Permutation, 64, 66, 75, 99, 142, 143. See also Transformation, Elementary
cyclic, 42
Phonology
explanation in, 17, 11, 118, 122, 178, 198n12
Phrase marker (PM), 30, 31, 33, 34, 48, 52, 58, 65
derived, 51, 52, 59, 61
initial, 51, 65, 132
reduced (RPM), 33
Phrase structure grammar, 16–20, 24, 28–30, 48, 129
clear, 16, 29, 34, 129
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Examples of English Phrase Structure and Transformational Rules from *Syntactic Structures*

The following phrase structure rules appear on page 111 of *Syntactic Structures*.

\[ \Sigma: \# \text{Sentence} \#^{[1]} \]

\[ F: \]
1. Sentence \( \rightarrow \) NP + VP
2. VP \( \rightarrow \) Verb + NP
3. NP \( \rightarrow \) NP_{sing} + NP_{pl}
4. NP_{sing} \( \rightarrow \) T + N + ∅
5. NP_{pl} \( \rightarrow \) T + N + S^{[2]}
6. T \( \rightarrow \) the
7. N \( \rightarrow \) man, ball, etc.
8. Verb \( \rightarrow \) Aux + V
9. V \( \rightarrow \) hit, take, walk, read, etc.
10. Aux \( \rightarrow \) C(M) (have + en) (be + ing)
11. M \( \rightarrow \) will, can, may, shall, must

The following transformational rules, which appear on pages 112–113 of *Syntactic Structures*, are discussed in this book. Each is given with its *Syntactic Structures* name and, where applicable, the nickname by which it is generally known and under which it is discussed here. (SA = structural analysis; SC = structural change)

12. **Passive** (optional)
   SA: NP – Aux – V – NP
   SC: \( X_1 – X_2 – X_3 – X_4 \rightarrow X_4 – X_2 + be + en – X_1 – by + X \)

15. **Number Transformation** (obligatory)
   SA: \( X – C – Y \)
   SC: \( C \rightarrow \begin{cases} ∅ & \text{in the context NP}_{sing} \\ S & \text{in other contexts} \\ past & \text{in any context} \end{cases} \)

16. **T_{not} “Negation Transformation”** (optional)
   \[ \begin{cases} NP – C – V \ldots \\ NP – C + M \ldots \\ NP – C + have \ldots \\ NP – C + be \ldots \end{cases} \]
   SA: \( X_1 – X_2 – X_3 \rightarrow X_1 – X_2 + n’t – X_3 \)

17. **T_{a} “Affirmation”** (optional)
   SA: same as 16
   SC: \( X_1 – X_2 – X_3 \rightarrow X_1 – X_2 + A – X_3 \)

18. **T_{q} “Subject-Aux Inversion”** (optional)
   SA: same as 16
   SC: \( X_1 – X_2 – X_3 \rightarrow X_2 – X_1 – X_3 \)
19. \( T_{w1} \) “Wh-Movement” (optional and conditional on \( T_8 \))
   SA: X – NP – Y (X or Y may be null)
   SC: same as 18

20. Auxiliary Transformation “Affix Hopping” (obligatory)
   SA: X – “Af” – “v” – Y (where “Af” is any C or is en or ing; “v” is any M or V, or have or be)
   SC: \( X_1 - X_2 - X_3 - X_4 \rightarrow X_1 - X_3 - X_2 \) # – X_4

21a. Word Boundary Transformation (obligatory)\(^4\)
   SA: X – Y (where X ≠ “v” or Y ≠ “Af”)
   SC: \( X_1 - X_2 \rightarrow X_1 - \# X_2 \)

21b. Do-Transformation “Do-Support” (obligatory)
   SA: # – “Af”
   SC: \( X_1 - X_2 \rightarrow X_1 - do + X_2 \)

[1] For brevity, \( S \) is used in this book rather than \textit{Sentence}.
[2] \( s \) is used in this book rather than \( S \) to avoid confusion with the abbreviation \( S \) for \textit{Sentence}.
[3] “V…” (for example) means ‘V followed by anything at all’; it is equivalent to \( V + X \) or \( V \ X \). The notation in \textit{Syntactic Structures} is somewhat inconsistent on this point.
[4] Transformations 21a and 21b are both numbered 21 in \textit{Syntactic Structures}. 