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Push-down rate, 44, 44
Query environment, see Transaction and query environment
R policy, 17
Random access stream, 99
Reconfiguration, xvii, xx
Recovery
  Force policy, 14
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SBMP, see Shared buffer management policy
Scalability, xix, xx, 1, 5
SE, see Shared Everything
Secondary stack, 101
Sequential access stream, 99
Serializibility, 3, 13, 97
Shared buffer
  composite policy, 66
  compositions, 71, 71–78
  dependence, 9
dependency, see Dependence
  management policy, 15, 17, 101
  modeling framework, 65, 65–78
  placement, 2, 3, 65
  placement policy, 65–93
  update propagation, 11, 16
Shared disk, 65, 98
Shared Everything, 5
Shared intermediate memory, xviii, 4, 5, 13, 65, 98
Shared nothing, 5, 97–99
SIM, see Shared intermediate memory
Simulation
  discrete event, xviii, 19, 20, 50, 77, 95
  trace driven, 8–10, 33
Skewed access pattern, xix, 1, 3, 9, 41, 41–62
Snooping cache, 9
Steady state, 20, 43, 72
Store type instruction, 5
System instability, 20
Tightly coupled system, 5, 6, 20
Timestamp, 19
Transaction affinity, xviii, xix, 98, 100
Transaction and query environment, 102
Transient LRU analysis, 101
Transient phase, 21
Truncation error, 28
2PL, xix, 6, 10–12, 18, 18–20, 41, 42, 49, 50, 57, 60, 61, 95, 96
U policy, 17
UM policy, 11, 17, 96
UMR policy, 17
Update propagation, xix, 14, 100
UR policy, 17

Versioning scheme, 102

Weak lock, 19, 20
Working set, 38, 57
Workload characterization, 101
Workstation architecture, 4
The MIT Press, with Peter Denning as general consulting editor, publishes computer science books in the following series:

**ACL-MIT Press Series in Natural Language Processing**
Aravind K. Joshi, Karen Sparck Jones, and Mark Y. Liberman, editors

**ACM Doctoral Dissertation Award and Distinguished Dissertation Series**

**Artificial Intelligence**
Patrick Winston, founding editor
J. Michael Brady, Daniel G. Bobrow, and Randall Davis, editors

**Charles Babbage Institute Reprint Series for the History of Computing**
Martin Campbell-Kelly, editor

**Computer Systems**
Herb Schwetman, editor

**Explorations with Logo**
E. Paul Goldenberg, editor

**Foundations of Computing**
Michael Garey and Albert Meyer, editors

**History of Computing**
I. Bernard Cohen and William Aspray, editors

**Logic Programming**
Ehud Shapiro, editor; Fernando Pereira, Koichi Furukawa, Jean-Louis Lassez, and David H. D. Warren, associate editors

**The MIT Press Electrical Engineering and Computer Science Series**

**Research Monographs in Parallel and Distributed Processing**
Christopher Jesshope and David Klappholz, editors

**Scientific and Engineering Computation**
Janusz Kowalik, editor

**Technical Communication and Information Systems**
Edward Barrett, editor