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   reference, 55
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   antibiotic sensitivity, 45
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Biconjugate gradient, 319
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Billiard ball model, 206–209
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   parameters, 267
   whole-cell models, 253–264
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Bisection, 76–78, 338
Black-box, 75, 84, 237, 336
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Boltzmann distribution, 7, 142–144, 146
Boltzmann’s constant, 7, 142
Boundary conditions
Dirichlet, 230–231
for multiple dimensions, 234
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and PDEs, 230–233
and solute diffusion, 230–233
Box-Muller method, 120
background, 127
Branch-and-bound methods, 49–52
Branching process, 199
Brownian motion, 167, 241–249, 263
Brownian noise, 157
Brute force, 47, 50, 53
Calcium, 260
Calendar queue, 205t, 209
Canonical path, 161–166, 169
background, 171
Capillary sequencing, 61
Catalysts. See Enzymes
CellML, 264
Cells
and biochemical networks, 253–264
cycle synchronization, 323–325
Cell simulation
and CTMM, 256–259
electrophysiological components, 264
hybrid models, 259, 263
and PDEs, 253–256, 263
protein expression, 268
standards and software, 263
trends, 262
as very large reaction network, 260–262
Centered difference, 84–85, 229–232, 235
Chain rule, 220
Channel protein, 201–203
Chapman-Kolmogorov equations, 133
Chebyshev polynomials, 340
Chemical reaction. See also Reaction networks
and interpolation, 336
and law of mass action, 211
with noise, 246–248
and stability, 215–217
Chemical solutions. See Solutions
Chromatic number, 40
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diploid, 198
haploid, 192
haplotypes, 280–286
tagging SNP selection, 44, 47
Chromosome walking, 63
cis isomer, proline, 180–182
Cliques, 39, 342
union of, 344–345
Clone-by-clone strategy, 63
Clustering, 342–347, 351
additional sources, 353
Coalescent
background, 200
coaalescent simulation, 195
definition, 193f, 194
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and recombinations, 198
separate populations, 197
variable population sizes, 196
Coexpression models, 342–347, 351
Collisions, 141, 206–209
Coloring
in automated sequencing, 61
in graph problems, 39, 49–50
Compartments, 253–256
Complexity, computational, 55, 260–262, 361. See also Intractability; NP-completeness
Computer graphics, 333
Concave functions, 108
Conditional probability, 295
Condition number, of matrix, 319
Conductance method, 166
background, 171
bounded random walk, 167–170
Conjugate gradient, 91, 92, 318, 319
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Constraint satisfaction
linear program, 96–108
nonlinear program, 108–110
parameter-tuning, 269–271
primal-dual methods, 107
Contact potentials, 5, 267
Continuous distributions
and importance/umbrella sampling, 154–156
joint distributions, 119–121, 151–152
rejection method, 121–124
transformation method, 116–121, 124f
Continuous optimization. See also Newton-Raphson method
bisection, 76–78, 338
description, 75
local versus global optima, 76
multivariate functions, 85–88
secant method, 78–80
Continuous systems
applications, 211–213
backward Euler, 217–219
definition, 211
differential equations, 212
with discrete event tracking, 206–209, 263
from discrete points, 323–326 (see also Extrapolation; Interpolation)
fine difference, 213, 226
forward Euler (see Forward Euler)
leapfrog, 221–223, 225, 236
single-step methods, 219–221, 223–225
Continuous time Markov models (CTMMs)
additional reading, 183
branching process, 199
cell simulation, 256–260
channel protein example, 201–203
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description, 173–178
versus discrete event models, 201–204
and DNA base evolution, 187
Kolmogorov equations, 178–182
Moleculizer program, 261
and population dynamics, 212
and protein folding, 180–182
rate inference, 273
and self-transition, 181
waiting time, 173–175
Convection, 237–239
Convection-diffusion, 238
Convergence, 338
order of, 248–249
Convex functions, 108–110
Cooling schedule, 148
COPASI, 260, 264
Correlation coefficients, 343, 356–358
Cross-validation, 361–362
CTMM. See Continuous time Markov models
Cubic formula polynomials, 76
Cubic formulas, 76, 329, 333
Curve, receiver operating characteristic (ROC), 360
Curve families, 334–337
Curve generation, 333
Curve linearization, 81, 86, 89, 91
Cut problems
k-cut, 38, 54, 344
maximum cut, 37, 344
minimum cut, 21–23

Data. See also Noisy data
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and Bayesian model, 347
and continuous optimization, 75
fitting, 329–336, 340, 361
gene expression microarray, 341
gene network inference, 352
for HMMs, 299–302
input and output format, 2–3
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set relationships, 357
Decision problems, 36
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joint, 119
probability, 116–118, 121–122, 154
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Differential equations. See Finite difference;
Ordinary differential equations; Partial
differential equations; Stochastic differential
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Diffusion
and boundaries, 230–233
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convection-diffusion equation, 238
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PDE example, 227
reaction-diffusion equations, 234–237, 325
Diffusion term, 234
Dijkstra’s algorithm, 20, 21
background, 33
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Dirichlet boundary, 230–231
Discrete distributions. See also Transformation method
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and Metropolis method, 146
rejection method, 124–126
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Discrete event models
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background, 210
and cell simulation, 260
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efficiency, 204–206, 208–210
event loop, 204, 207
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Discretization
conversions (multigrid), 325
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Distributions. See also Continuous distributions;
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probability, 347–349
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parameter-tuning, 269–271
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Maxam-Gilbert, 57–59, 61
n nanopore method, 74
overview, 73–74
Sanger dyeoxy method, 59–61
shotgun methods, 67–69, 73
single molecule, 72, 74
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Double-barrel shotgun, 69
background, 73
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Duals, 39, 46, 107
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E-Cell system, 260, 264
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and Bayesian model, 349
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cliques, 39, 342, 344–345
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and gene network, 349–351
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in Markov model, 143
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and simulated annealing, 52, 148
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Enzymatic reactions, 253–256, 324f
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protease, 8–11
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Equilibrium
and Boltzmann distribution, 142
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Hardy-Weinberg, 282
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gene prediction, 307
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Evolution. See also Continuous time Markov models; Molecular evolution
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and data ambiguity, 30
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DNA base evolution, 185–191, 269–271
DNA strand simulation, 191
genetic algorithms, 52–53
graph problems, 16–18
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Haplotypes
  frequency estimation, 280–286
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Hard sphere model, 206–209
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training, 299–302
transcription factor binding, 293
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HMM. See Hidden Markov models
Huen’s method, 224
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  background, 73
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Hyperplanes, 97
Identity matrix, 310–312, 320
Image analysis, 325, 340
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Implicitly specified functions, 271–273
Importance sampling, 154–156, 170
  umbrella sampling, 155, 158
Infeasible points, 97
Infinite series, 337–340
Infinite sites model, 191–192
Information, mutual, 344
Information theory, 343, 358
Inheritable properties, 42
Integer linear programs, 51
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Interpolation
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  curve families, 334–337
  definition, 325
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  branch-and-bound methods, 49–52
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  definition, 24–26, 35
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Isomerization, 180–182
Iterative methods
finite difference, 338
Gauss-Seidel method, 317
Jacobi method, 317
Krylov subspace, 317–320
and Newton-Raphson, 82, 88
Itô integral, 244. See also Stochastic integrals;
Stochastic differential equations
Itô-Taylor series, 249

Jacobian, 86–89, 92
Jacobi method, 317
Johnson’s algorithm, 21
background, 33
Joint distributions, 119–121, 149–152
Joint entropy, 344
Jukes-Cantor model, 185–189, 191
background, 200
Karmarkar’s method, 104, 108, 110
k-coloring, 40
k-cut problems, 38, 54, 344
k-fold cross validation, 361
Kimura model, 188–191
background, 200
Kinetic models, 351–353
Kolmogorov criterion, 160, 164, 168
Kolmogorov equations
Chapman-Kolmogorov, 133
and CTMMs, 178–182
and discrete event simulation, 201
and evolutionary processes, 187, 190
and implicitly specified functions, 273
Kruskal’s algorithm, 17, 31
background, 33
Krylov subspace, 91, 317–320, 333
kth-order Markov model, 130–131

Laplacian, 227
Latent variables, 277, 284, 288–289, 300, 345
Lattice models
background, 10
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and discretized states, 324f, 325
and heuristics, 52
in Markov example, 145
move sets, 10
parameters, 267
and protein folding, 5–6, 145–146
for spatial discretization of PDEs, 258–259
Law of mass action, 211
Lazy queuing, 205
Leapfrog method, 221–223, 225, 236
Least-squares, 320, 336, 349, 356
Leave-one-out cross validation, 361
Levenberg-Marquardt method, 90, 273, 336
background, 93
Likelihood, maximum. See Maximum likelihood
Linear congruential generators, 116
Linear interpolation, 272
Linearization, of curve, 81, 86, 89, 91
Linear programming
barrier methods, 104
cost factors, 108
definition, 96
ellipsoid method, 104, 110
primal and dual, 107
relaxation, 51
simplex method, 97–103, 108, 110
software, 107, 111
standard form, 98–99
Linear recurrence, 222
Linear regression, 310
Linear systems
definition, 309
and differential equations, 213
Gaussian elimination, 310–316, 318
and gene networks, 352
and interpolation, 330–334
iterative methods, 316–321
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linear regression, 310
and multivariate functions, 87
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over- and under determined, 320
pivoting, 312–316
preconditioners, 319–320
pseudo-inverse, 321
references, 93
and Taylor expansions, 85
Line-by-line method, 256
Local linearizing, 81, 86, 89, 91
Local optimum, 52
LU decomposition, 315

Macromolecular complexes, 260–262, 264
Markov chain Monte Carlo (MCMC), 141–158, 350
Markov chains
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irreducibility, 136
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Markov models
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continuous time (see Continuous time Markov models)
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Markov models (cont.)
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order, 130–131
and prior distribution, 153
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stationary distribution, 134–138, 149, 153–155, 159, 161
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Maximum likelihood
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Mode-of-action by network identification (MNI), 351
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