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dipolar couplings (RDCs))
scalar coupling, 4–5
spectrometer, 11–12



Index 423

structure-activity relation (SAR) by, 21, 131, 411
structure determination errors and, 301–306
SYMBRANE and, 132–134, 158–160, 172–177
symmetric homo-oligomers and, 158–159, 172–176
three-dimensional HNHα , 4–5, 15, 20, 59
total correlation spectroscopy (TOCSY), 17–18, 20,
59–60, 64–65, 172
unassigned data, 129–133, 151, 161
uncertainty of data, 2–3
X-ray crystallography and, 7
Nuclear Overhauser effect (NOE)
Autolink and, 365
automated assignment, 3, 155–158, 171–173
AutoStructure and, 285–292
computational protein design and, 92–94
CRANS NCS method, 160
CS-Rosetta and, 371–376
distance geometry and, 279–283, 312–313 (see also
Distance geometry)
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